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Interactions between spatial and spatiotemporal
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The surface and boundaries of an object generally move in unison, so the motion of a surface could
provide information about the motion of its boundaries. Here we report the results of three experi­
ments on spatiotemporal boundary formation that indicate that information about the motion of a sur­
face does influence the formation of its boundaries. In Experiment 1,shape identification at low texture
densities was poorer for moving forms in which stationary texture was visible inside than for forms in
which the stationary texture was visible only outside. In Experiment 2, the disruption found in Exper­
iment I was removed by adding a second external boundary. Wehypothesized that the disruption was
caused by boundary assignment that perceptually grouped the moving boundary with the static texture.
Experiment 3 revealed that accurate information about the motion of the surface facilitated boundary
formation only when the motion was seen as coming from the surface of the moving form. Potential
mechanisms for surface motion effects in dynamic boundary formation are discussed.

The perceptual quality of a scene may be altered sub­
stantially by observer or object motion (Gibson, Kaplan,
Reynolds, & Wheeler, 1969; Helmholtz, 1867/1962; Mi­
chotte, Thines, & Crabbe, 1964/1991). For example, in
scenes in which surface properties of objects match the
background, objects are invisible until they move (Gibson,
1968). They become visible when they move because the
changes over time at the edges ofan object are sufficient
to define those edges (Gibson et aI., 1969). Since Gibson
and his colleagues demonstrated this effect, other re­
searchers have provided a more detailed analysis of the
perception of edges defined by texture transformations
like accretion and deletion (Andersen & Cortese, 1989;
Bruno & Bertamini, 1990; Bruno & Gerbino, 1991; Cun­
ningham, Shipley, & Kellman, in press; Hine, 1987;
Miyahara & Cicerone, 1997; Shipley & Kellman, 1993,
1994, 1997; Stappers, 1989), as well as the perception of
surface qualities from element transformations (Cicerone,
Hoffman, Gowdy, & Kim, 1995; Cunningham et aI., in
press; Miyahara & Cicerone, 1997) and the perception of
depth from accretion and deletion (Kaplan, 1969; Ono,
Rogers, Ohmi, & Ono, 1988; Rogers, 1984; Rogers &
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Graham, 1983; Royden, Baker, & Allman, 1988). Surface
perception and edge perception have generally been stud­
ied independently. No experiments have been reported
that explicitly examine interactions between these two per­
ceptual phenomena. For example, it is unknown whether
surface information can influence dynamic edge forma­
tion. Several researchers have discussed this issue, but
their experiments were not designed to address it directly
(Cicerone et aI., 1995; Kaplan, 1969; Shipley & Kellman,
1994). Here, we explore how the information provided by
a surface influences dynamic edge perception.

Early work with dynamically defined edges exclusively
used the appearance and disappearance of texture ele­
ments at the edges of objects. Recent work suggests that
accretion and deletion is just one member ofa large class
of transformations that can define edges (Shipley & Kell­
man, 1994). In addition to changes in visibility (i.e., ac­
cretion and deletion), changes in color, location, orienta­
tion, and shape can all define edges. Shipley and Kellman
(1994, 1997) suggested that the spatiotemporal pattern
ofany abrupt change at the edge ofa figure can be used to
define that edge, a process they refer to as spatiotemporal
boundary formation (SBF). The abrupt changes, or spa­
tiotemporal discontinuities, serve as the initiating condi­
tions for SBE Sequential pairs of spatiotemporal dis­
continuities define motion signals which can be used to
recover the orientation and direction ofmotion ofthe edge
that caused the change.

Although changes are necessary for SBF, the static tex­
ture patterns that arise as the changes occur also appear
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to play some role. Shipley and Kellman (1994) used an ob­
jective measure ofcontour clarity, a shape identification
task, to study boundary formation in SBF displays in
which the presence of static differences was varied. When
static differences between the inside and outside ofa sur­
face were present (see Figure la), a surface with sharp,
well-defined contours and a particular depth location
was seen. Such static differences arise when only one type
of transformation occurs along a given edge (following
Shipley and Kellman, we refer to these displays as "uni­
directional"). For example, when white elements on a
black background disappeared inside a moving form, a
black form was seen sequentially covering and revealing
the white elements. In contrast, in bidirectional displays,
in which elements were transformed in both directions
along any given edge (see Figure 1c), no static texture dif­
ferences were present. In these displays, the contours
were less clear and typically did not seem to belong to any
surface (Shipley & Kellman, 1994). Such observations
indicate that spatiotemporal discontinuities are sufficient
for the perception ofboundaries, and static differences may
facilitate boundary formation.

The influence of static texture on edge perception in
unidirectional and bidirectional displays may be the re­
sult of a motion conflict, which arises as a result of dif­
fering distributions of stationary texture elements in the
two displays. When a real object moves, internal texture
generally moves with it. In the bidirectional displays with
disappearances and appearances, static elements were

visible both inside and outside, so the internal texture did
not move with the dynamically defined edge. However,
in the unidirectional displays with disappearances and
appearances, the static texture was visible only outside the
figure, so no conflict was present between the motion of
the dynamically defined edge and the motion-or lack
thereof-ofthe internal texture. Accuracy differences be­
tween uni- and bidirectional transformations were not
seen when transformations of element orientation and
location were employed. Such transformations do not re­
sult in changes in element visibility (Shipley & Kellman,
1994). This suggests that changes in visibility ofelements
may have been the critical factor in Shipley and Kellman's
finding. In the present Experiment 1, we investigated the
role ofvisible texture in SBF by systematically varying its
location relative to the moving edge.

EXPERIMENT 1

There are three possible relationships between the lo­
cation of static texture and a moving edge: Static texture
may be visible inside, outside, or on both sides ofa mov­
ing edge. The first two relationships arise from unidirec­
tional transformations, and the last requires a bidirectional
transformation. We refer to these three relationships, all of
which were employed in Experiment 1, as texture-inside
unidirectional, texture-outside unidirectional, and bidi­
rectional, respectively (see Figure 1). The texture-outside
displays replicate the unidirectional displays used by
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Figure 1. The three types oftransformations used in Experiment 1. (a) In texture-outside displays, the texture el­
ements are progressively hidden and revealed by a moving form. In such displays, texture elements are visible only
while outside the moving form. (b) In texture-inside displays, the texture elements are visible inside the moving form.
(c) In bidirectional displays, half ofthe elements are visible only while outside the form. The remaining elements are
visible only while inside the moving form. From "Spatiotemporal Boundary Formation: Boundary, Form, and "lo­
tion Perception From Transformations of Surface Elements," by T. F. Shipley and P. J. Kellman, 1994, Journal ofEx­
perimental Psychology: General, 123, p. 5. Copyright 1994 by the American Psychological Association. Adapted with
permission.



Shipley and Kellman (1994), in which the texture ele­
ments were visible only outside the figure. The pattern of
transformations in these displays is consistent with the
pattern present when a small occluder moves over a
speckled background. The texture-inside displays were
identical to the texture-outside displays except that the
elements were visible only inside the figure. The pattern
of transformations in these displays is like the pattern
present when a large opaque occluder with a hole in it
moves over a speckled background. In the bidirectional
displays, texture was visible on both sides of the figure.
If the presence of stationary texture inside a moving form
influences SBF,then the two unidirectional displays should
differ: Accuracy in the texture-outside condition should
be superior to that in both the texture-inside and the bidi­
rectional conditions. Since the previously reported differ­
ence between texture-outside and bidirectional displays
was seen across a broad range of shape identification ac­
curacy, Experiment I also duplicated Shipley and Kell­
man's (1994) density manipulation: The spatial density
of texture elements was varied in all three display types.

Method
Subjects. Eleven Temple University undergraduates participated

in partial fulfillment of introductory psychology course require­
ments. One subject's data were excluded from analysis due to the
subject's failure to follow instructions.

Apparatus. All displays were generated and presented by a Mac­
intosh Quadra 800 with an E-machines TX 16 monitor. The moni­
tor was 25 em high x 33 em wide, with a resolution of 34.25 dots
per centimeter (808 vertical x 1,024 horizontal pixels). The moni­
tor was the sole source of illumination in the room. Subjects were
positioned 150 em from the monitor.

Stimuli. The displays were sparsely textured random-dot kine­
matograms. The kinematograms consisted of a 14.6 x 14.6 em
(visual angle of 5.58°) field of small (diameter = 1.3 mm­
2.98 arc min), circular, stationary, white (luminance = 35 cd/rn-)
elements presented on a black (less than 0.001 cd/rn-) background.
One of 10 mathematically defined regions (see Figure 2) moved
along a circular path (radius = 1.39 arc deg) through this field of
elements. Whenever the leading edge of the moving form-which
we will refer to as a pseudosur{ace-passed over the center of an el­
ement, the entire element was transformed. As long as an element
remained within the boundaries of the pseudosurface, the element
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Figure 2. The 10 forms used for a 10-alternative forced-choice
shape identification task in Experiment 1. From "Spatiotempo­
ral Boundary Formation: Boundary, Form, and Motion Percep­
tion From Transformations of Surface Elements," by T. F. Ship­
ley and P. J. Kellman, 1994, Journal ofExperimental Psychology:
General, 123, p. 6. Copyright 1994 by the American Psychologi­
cal Association. Adapted with permission.
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remained transformed. When the pseudosurface no longer covered
the center of an element, the element returned to its original state.

The element field density was systematically varied by distrib­
uting 50, 100,200, or 400 elements within the display area; elements
covered 0.25%,0.5%, 1%, and 2% of the display area, respectively.
Elements were randomly distributed throughout the display area,
with the following constraint. In order to prevent large variations in
local density, the display area was divided into small, equal-sized,
nonoverlapping regions. The elements were distributed randomly
within each region, with an equal number ofelements in each. When
there were 100 or more elements present, 100 regions were used.
When 50 elements were present, 49 regions were used.

The pseudosurfaces (subtending on average 2°) were designed to
provide an objective measure of contour clarity (Figure 2), where
greater shape identification reflects perceptually clearer edges.
Each pseudosurface was similar in shape to at least one other pseudo­
surface. All pseudosurfaces were matched for maximum extent,
and some were matched for total surface area. Some of the shapes
were familiar (e.g., Figure 2, forms 1,2, and 3) and others were un­
familiar (e.g., Figure 2, forms 8, 9, and 10). Previous research has
shown that this set of pseudosurfaces provides a reliable means of
identifying variables that influence dynamic edge perception (Ship­
ley & Kellman, 1993, 1994, 1997).

Three types ofdisplays were employed: texture outside, texture in­
side, and bidirectional. In the texture-outside displays, all the ele­
ments outside ofthe pseudosurface were white and thus visible, while
those inside were black and thus invisible. As the pseudosurface
moved, elements appeared at the trailing edges of the form and dis­
appeared at the leading edges (Figure la). The texture-inside displays
were identical to the texture-outside displays except that the colors of
the elements were reversed. Elements were visible only when they
were inside the pseudosurface (see Figure Ib). In the bidirectional
displays, half of the elements were visible only when they were out­
side the pseudosurface (as in the texture-outside displays), and the
other half were visible only when inside the pseudosurface (as in the
texture-inside displays). In these displays, there was no static infor­
mation about the figure (Figure 1c); at any given instant, the texture
density inside the pseudosurface was equivalent to the texture density
outside the surface. Although the location ofvisible elements differed
in the three types of displays, the average number of transformations
per frame in all three types of displays was identical.

The displays were 60-frame animation sequences, with each frame
displayed for 40 msec. To generate each frame, 60 equally spaced
positions were chosen along the circular path of the pseudosurface.
The positions were 3.8 mm (8.7 arc min) apart. For each frame. the
position ofeach element relative to the location of the pseudosurface
on that frame (i.e., inside versus outside) was determined, and the
element was drawn in the appropriate color.

Each trial consisted of a single animation sequence that was
shown continuously for 20 cycles (48 sec) or until the subject re­
sponded, whichever came first. Crossing three types of transforma­
tion (texture outside, texture inside, and bidirectional), four element
field densities (0.25%, 0.5%,1%, and 2%), and 10 pseudosurfaces
yielded 120 trials. The 120 trials were presented in random order.

Procedure. The subjects' task was to identify the shape of the
pseudosurface in each display. In this l O-alternative forced-choice
task, subjects selected a static drawing of one of the 10 possible
forms (the 10 alternatives were displayed on the left side of the
monitor at all times). Subjects were shown an example trial and in­
structed to identify the correct figure as quickly and accurately as
possible. Following that, the 120 trials were presented.

Results
The presence of stationary texture elements inside a

moving form appears to interfere with shape identification.
For the displays that did not have texture inside the mov­
ing form (texture-outside displays), subjects identified the
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correct figure 80% ofthe time (with chance accuracy being
10%). In the two types ofdisplay that did have texture in­
side the moving form (texture-inside and bidirectional
displays), accuracy was 68% and 54%, respectively.

Mean accuracies for the three conditions are plotted
as a function ofelement field density in Figure 3. As can
be seen in Figure 3, accuracy increased with increases in
density, and overall accuracies were lower in the texture­
inside than in the texture-outside displays, and lower still
in the bidirectional displays. A two-way analysis ofvari­
ance (ANOVA) performed on the accuracy scores, with
type oftransformation (texture outside, texture inside, or
bidirectional) and element field density (0.25%, 0.5%,
1%, or 2%) as within-subject factors, confirmed that
both main effects were significant [F(2,18) == 42.12,p <
.0001, and F(3,27) = 81.43,p < .0001, respectively].

The superiority of texture-outside over texture-inside
displays was most pronounced at the lowest density and
disappeared as density increased. This is reflected in a sig­
nificant transformation X density interaction [F(6,54) =
4.43, p < .001]. Planned comparisons (using the error
term for the transformation X density interaction) showed
that the accuracy for the texture-inside displays was sig­
nificantly lower than that for the texture-outside displays
at the lowest density [F(1,54) = 35.86,p < .0001], but ac­
curacy for the texture-inside displays was not signifi­
cantly greater than that for the texture-outside displays at
the higher three densities [F(1,54) = 3.50, p > .066 for
the 0.5% density level, and F < 1 for the 1% and 2% den­
sity levels]. The opposite pattern was found for the bidi­
rectional and texture-inside displays: Texture-inside ac­
curacy was not significantly different from bidirectional
accuracy at the lowest density (F < 1), but was signifi-

cantly higher at 0.5% and 1% (all Fs(1 ,54) > 15.40, all
ps < .0002). The difference between bidirectional and
texture-inside accuracy did not reach significance at the
highest density [F( 1,54) = 2.83, P < .1], but this may re­
flect, at least in part, a ceiling effect. Neither the texture­
outside nor the texture-inside accuracy increased signif­
icantly from the 1% to the 2% density levels (both Fs < 1),
suggesting that subjects may have reached a ceiling in per­
formance on this task.

The texture-outside condition differed from the texture­
inside and bidirectional conditions in the pattern of shape
identification errors. At low densities in the texture­
inside and bidirectional displays, subjects were more likely
to identify a regular smooth form (circle, triangle, and
square) as an irregularly shaped form (forms 5-10 in Fig­
ure 2) than vice versa [both X2s(I,N ~ 81) ~ 4.35, ps <
.05]. This was not true in texture-outside displays, where
the confusion between smooth and irregular forms was
symmetric [X2(1, N = 88) = 1.95, n.s.].

Discussion
The presence of static texture elements inside a mov­

ing form appears to playa role in boundary formation:
Contour clarity in both the bidirectional displays and the
texture-inside displays was inferior to contour clarity in
the texture-outside displays. Additionally, an instability
in boundary formation was apparent in the phenomenal
appearance of the texture-inside displays. The contours
in these displays appeared to fluctuate nonrigidly, in an
amoeba-like manner, in the lower densities. In contrast,
the contours in the texture-outside displays appeared to
be stable and relatively clear, even at the lower densities.
Additionally, the differences in boundary formation be-
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Experiment 1.



tween texture-inside and texture-outside displays disap­
peared at higher densities.

The results of Experiment I raise two questions. First,
why was boundary formation impaired in the texture­
inside displays but not in the texture-outside displays? Sec­
ond, why did this impairment occur only at low densities?
A complete answer to the first question may require an
answer to the second question. The simplest explanation
for why a difference between texture-inside and texture­
outside displays is seen only at low densities would be
that the equivalence of texture-inside and texture-outside
displays at high densities reflects a ceiling effect. As ac­
curacy rises with increasing texture density, the texture­
outside accuracy simply hit the performance ceiling be­
fore the texture-inside accuracy. Although a ceiling effect
may partially explain the similarity of performance at
high densities, it is unlikely to be the entire explanation.
A ceiling effect does not explain, for example, why the
shapes of the density curves for the bidirectional and
texture-outside displays were so similar, whereas both dif­
fered dramatically from the texture-inside curve (Figure 3).
This divergence suggests that something occurred in the
texture-inside displays as density increased that did not
happen in the other two types of displays.

It is possible that as density increases, there is a change
in the figure-ground relations in the texture-inside dis­
plays. Specifically, at low densities the dynamically de­
fined contours may be seen to bind inward so that the sta­
tic internal texture will be seen as being on the surface
of the moving form. In contrast, at higher densities the
contours bind outward toward the empty black region;
here, the internal texture would appear to be visible
through an aperture. If conflict between the motion of
texture and a dynamically defined edge affects SBF only
when the texture is seen as a part of the surface bounded
by the moving edge, then the perceptual assignment of
contour direction (and thus the determination offigure and
ground) will be directly related to whether or not motion
conflicts interfere with boundary formation in these dis­
plays. Thus, a change in figure-ground segmentation of
the texture-inside displays from a moving form with sta­
tic texture on its surface to a large occluder with a hole
in it would remove the motion conflict.

The specific role of boundary assignment, and, more
generally, figure-ground segregation, has received rela­
tively little attention in research on dynamic boundary
formation. Kaplan's (1969) work sheds some light on the
role of texture change in assigning contour direction. He
noted that when elements appear or disappear on only
one side ofan edge, the contour appears to bind to the un­
changing surface, and that surface is seen as closer than
the other. When elements appear or disappear on both sides
of an edge, the contour does not appear to belong to ei­
ther surface. Kaplan summarized his subjects' descrip­
tions of the latter type of display as "looking as if there
were two textured surfaces going around rollers that
abutted at a crack" (Kaplan, 1969, p. 196). Thus, station­
ary contours were seen as belonging to the adjoining sta-
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tionary texture field, and when both fields moved, the con­
tour did not bind to either field.

More recently, Yonasand colleagues (Craton & Yonas,
1988, 1990; Yonas, Craton, & Thompson, 1987) sug­
gested that the relative motion between a surface and an
edge (they refer to this type of relative motion as bound­
ary flow) can be used to determine whether that surface
and edge are seen as grouped together. Specifically, a con­
tour will bind to texture whose motion is identical to the
motion of the contour, and away from texture with a dis­
similar motion. The assignment ofcontour direction from
boundary flow occurs with both luminance-defined edges
and spatially defined illusory contours (Yonaset aI., 1987).
Although Kaplan's (1969) and Yonas'stheories offer some­
what different accounts for which aspects of dynamic
displays are critical for determining the direction ofcon­
tour binding, they make substantially different predic­
tions only when texture and edges are not close (Craton
& Yonas, 1990). Forour purposes, they make identical pre­
dictions about contour assignment in the SBF displays
employed in these experiments. So, we use the term bound­
ary flow to refer to them both.

A boundary flow analysis of Experiment I's displays
would predict that the contours seen in texture-inside dis­
plays should bind outward, away from the static texture,
which does not move with the dynamically defined edge.
In the texture-outside displays, the motion of the dynam­
ically defined edge relative to the static texture should re­
sult in a contour that binds inward. In the bidirectional
displays, where the dynamically defined edge changes
location relative to both the interior and exterior texture,
the contour may not bind consistently to either surface.
Such displays, where contour assignment would be un­
certain and might fluctuate, should be weaker than dis­
plays where boundary assignment is stable over time.
Such fluctuations might also account for the tendency to
identify all forms (even the smooth ones) as irregular.
Thus, boundary flow would appear to be able to account
for the equivalent clarity of texture-inside and texture­
outside displays at high densities, as well as the consis­
tently lower clarity in the bidirectional display, where sta­
ble edge assignments would not be possible.

An account based solely on boundary flow, however,
would suggest that the relative contour stability should
remain constant as element field density decreased, since
the motion patterns in the three types of display do not
change as a function of density. Yet, this is not what hap­
pens. Perhaps aspects of the texture-inside displays other
than relative motion lead the contours to bind inward at
low densities. In particular, the Gestalt principles of fig­
ure-ground relations would suggest that the contours in
these displays should bind inward because contours tend
to bind in the direction of the smallest enclosed area (Ru­
bin, 1915/1958).

A change in figure-ground organization in dynamic
displays may occur as density changes because the effect
of boundary flow on boundary assignment may increase
proportionally as texture density increases and, at some
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point, becomes more important than the other, static,
sources offigure-ground information. That is, increases
in contour strength may increase the effectiveness of
boundary flow. Since low density displays do not define
the edges very well (the relatively poor form identifica­
tion accuracies at low densities, for all three types ofdis­
plays in Experiment 1, suggest that edges were indeed not
well defined), the contours seen at lower densities might
be insufficient to allow boundary flow information to de­
termine binding. Although there has not been any sys­
tematic research on the effect ofcontour clarity on bound­
ary flow, strong contours appear to be necessary for other
unit formation phenomena where boundaries and texture
are grouped. Ramachandran (1985) and Ramachandran
and Anstis (1986) have found that texture capture in ap­
parent motion occurs only with well-defined boundaries
(either luminance-defined or static illusory boundaries);
weakly defined boundaries do not bind with the enclosed
surface. Thus, in texture-outside displays and low-density
texture-inside displays, the contours will bind inward, in
accordance with Gestalt principles. For the texture-outside
displays, this presents no problems, but in the texture­
inside displays this results in a motion conflict between
the nascent SBF edges and the texture seen as being on
the surface bound to those edges. As the spatial density of
transformations increases and the contours increase in
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clarity, the boundary flow information may cause the con­
tours in the texture-inside displays to bind outward, ef­
fectively removing the motion conflict. We explore the
interaction between boundary assignment and edge per­
ception in Experiments 2 and 3.

EXPERIMENT 2

If a change in the figure-ground organization was re­
sponsible for the change in the clarity of the spatiotem­
porally defined form in the texture-inside displays, then
any information that changes the direction of contour
binding in these types of displays should affect contour
clarity. In Experiment 2, the direction ofbinding was ma­
nipulated by adding a second dynamically defined edge
that surrounded the forms used in Experiment 1.This pro­
duced two new types of display: Texture-inside-annulus
unidirectional and texture-outs ide-annulus unidirectional
displays. Texture-outside-annulus displays were gener­
ated by adding an additional edge to the texture-inside
displays (Figures 4b and 4d). In these displays, the ele­
ments inside the inner edge (the edge to be identified) were
visible, as were the elements outside the outer edge. Note
that both the texture-outside-annulus and the texture­
inside displays had visible elements enclosed by the edge
to be identified. In a texture-outside-annulus display, the
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Figure 4. Illustration of the four conditions used in Experiment 2. The (a) texture-outside and (b) texture-inside
conditions were identical to those used in Experiment 1. For the (c) texture-inside-annulus and (d) texture-outside­
annulus conditions, a dynamically defined circular edge enclosed the pseudosurface.
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Figure 5. Shape identification accuracy plotted as a function of
element density for the four conditions in Experiment 2.
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to be identified, had the predicted effects on accuracy in
the two unidirectional displays employed in Experiment I.
Adding a second boundary to the texture-inside displays
increased accuracy rates from 61% to 71% at the lowest
density. Adding a second boundary to the texture-outside
displays decreased accuracy at this density from 77%
to 68%.

Mean accuracies for the four types of displays are
plotted as a function ofelement field density in Figure 5.
A three-way ANOVA was performed on accuracy rates,
with the location of texture elements (inside or outside)
relative to the edge to be identified, presence versus ab­
sence ofan additional edge, and element field density as
within-subject factors. A significant main effect was
found for element location [F(I,IO) = 6.34, P < .03]:
Overall performance for displays that had texture inside
the pseudosurface (the texture-inside and the texture­
outside-annulus displays) was lower than for displays with
texture outside the pseudosurface (texture-outside and
texture-inside-annulus displays). A main effect was also
found for element field density [F(2,20) = 15.29, P <
.0001]: Accuracy increased with increases in density. The
main effect of an additional edge was not significant
[F(I,IO) = 2.08,p > .15]. This is noteworthy because it
means that the addition ofthe extra edge did not bias sub­
jects' responses: The presence ofa large, dynamically de­
fined circle surrounding the form to be identified did not
increase the number of times subjects mistakenly identi­
fied the inner edge as a circle.

The only interaction that was significant was the addi­
tional boundary X element location interaction [F(I, 10) =

13.44, P < .0001; all other Fs < 1.60, ps > .20]. This inter­
action was explored with planned comparisons. Overall,
texture-outside-annulus accuracy was significantly higher

outer contour would be attached to the smallest enclosed
area ifit bound inward. Since the common motion of the
two edges should help to group them, the inner contour
should bind toward the outer edge. Thus, the texture­
outside-annulus displays should reduce the motion con­
flict that is present in the low-density texture-inside dis­
plays, and the clarity and stability of the inner contour
should increase.

Likewise, texture-inside-annulus displays were gener­
ated by adding the additional outer edge to texture-outside
displays (see Figures 4a and 4c). Both the texture-inside­
annulus and the texture-outside displays had no visible
elements inside the edge to be identified. Just as the ad­
dition ofan outer edge to the texture-inside displays should
aid in binding the inner contour outward and thus remove
the motion conflict, so the addition of a second edge to
texture-outside displays might cause the inner contour to
bind toward the outer edge. The static texture between the
two edges would then be in conflict with the motion ofthe
edges. This should decrease the clarity and stability of
the inner contours in the texture-inside-annulus displays.

Results
The addition ofa second edge, which we hypothesized

would reverse the boundary assignment for the contour

Method
Subjects. Thirteen Temple University undergraduates partici­

pated in partial fulfillment of introductory psychology class re­
quirements. Two subjects' data were excluded from analysis due to
the subjects' failure to follow instructions.

Apparatus. The apparatus was identical to that used in Experi­
ment I, except that a Macintosh Quadra 840AV replaced the Mac­
intosh Quadra 800.

Displays. The displays were identical to those used in Experi­
ment I with the following three exceptions. First, only the 0.25%,
0.5%, and I% density levels were used. Second, the size of the dis­
play area was doubled. This was necessary to ensure that the outer
edge was always on the screen. Third, the bidirectional condition was
replaced with two new conditions: the texture-inside-annulus and
texture-outside-annulus conditions. The texture-outside-annulus con­
dition was similar to the texture-inside condition: Elements appeared
at the leading edge and disappeared at the trailing edge of the form
to be identified-the pseudosurface. Unlike the texture-inside dis­
plays, the texture-outs ide-annulus displays had a circular edge sur­
rounding the pseudosurface. The circular edge was 5.71 em (2.18 arc
deg) from the center of the pseudosurface. Elements disappeared at
its leading edge and appeared at its trailing edge. As a consequence,
elements in these displays were visible only when they were outside
this new edge or inside the pseudosurface.

Likewise, the texture-inside-annulus condition was identical to
the texture-outside condition except that a circular edge was added
that surrounded the pseudosurface. So, for both the texture-outside
and texture-inside-annulus conditions, elements disappeared at the
leading edge and appeared at the trailing edge ofthe pseudosurface.

Crossing four display types (texture outside, texture inside an­
nulus, texture inside, and texture outside annulus), three element field
densities (0.25%, 0.5%, and I%) and 10 pseudosurfaces yielded
120 trials. The 120 trials were presented in random order.

Procedure. The procedure was identical to that used in Experi­
ment I, with the following exception. Subjects were informed that
occasionally more than one boundary would be present. The ex­
perimenter orally emphasized the fact that the subject was to iden­
tify the innermost edge, if more than one edge was present.
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than texture-inside accuracy [F(l,lO) = 12.27,p < .006].
Adding information that could remove conflicting mo­
tion information by altering the direction ofcontour bind­
ing improved shape identification performance, with
larger improvements at lower densities. Although the over­
all difference between texture-inside-annulus and texture­
outside accuracy did not reach significance [F(l, 10) =
2.829,p < .15], these displays exhibited the same pattern
as that found in the texture-inside and texture-outside
displays: Larger differences were found at low densities,
and small or no differences were found at higher densities.
Performance on the texture-inside-annulus displays was
significantly below performance on the texture-outside
displays at the 0.25% density level [F( 1,20) = 5.21, P <
.04], but was not significantly different at the higher two
densities (both Fs < 1).

Discussion
Motion conflict between a moving figure and the sta­

tionary texture that is seen as a part ofthat figure influences
contour clarity. The addition of a second dynamically de­
fined edge that moved with the figure to the texture-inside
displays (making them texture-outside-annulus displays)
aided in binding the inner contour away from the stationary
elements. As predicted, this increased the clarity ofthe spa­
tiotemporal contour and eliminated the instabilityseen in the
texture-inside displays. Likewise, the addition of a second
edge to the texture-outside displays, making them texture­
inside-annulus displays, reduced contour clarity. Notably,
the addition of a second edge had the largest effect at low
densities. This parallels the findings of Experiment I,
where texture-inside and texture-outside displays differed
only at low densities. At high densities, boundary flow in­
formation in the texture-inside-annulus displays and the
texture-inside displays may specify the direction ofbinding
and remove the motion conflict.

Thus, SBF is considerably impaired when a conflict is
introduced between the motion ofa figure's dynamically
defined edge and its surface texture. Ifthe lack ofmotion
of elements seen on a figure's surface impairs boundary
formation, then boundary formation might be facilitated
by the addition ofelements that move with the edge. Ex­
periment 3 tested this hypothesis and further investigated
the role of boundary assignment in SBF.

EXPERIMENT 3

In Experiment 3, consistent motion information was
added to the texture-outside and the texture-inside dis­
plays in the form ofeight small elements that had the same
motion as the figure. The same spatial pattern ofeight ele­
ments was used for all displays, so the elements provided
information about the motion but not the shape of the
moving form. If motion signals that are spatially distant
from the edges can be used in SBF, then the additional
moving elements should counter the effects of the station­
ary texture in the texture-inside displays. As a result, con-

tours should appear clearer than those seen in the texture­
inside displays without moving elements. To the extent
that additional motion information helps stabilize bound­
ary formation it should also facilitate boundary forma­
tion, in the texture-outside displays.

In addition to investigating the effect of additional
consistent motion, the location of the motion was manip­
ulated. Experiments 1 and 2 provided some evidence that
the visual system may restrict which motion signals in­
fluence boundary formation. In any display with moving
edges and stationary texture, there is the potential for a
motion conflict between the texture and the edges. It ap­
pears that the direction ofbinding determines whether or
not such a conflict will arise: Only when the moving con­
tour is seen as belonging to the region with the stationary
texture will the motion (or lack thereof) of the texture
have an effect. To test this spatial-restriction-by-boundary­
assignment hypothesis, two groups of subjects were run
in Experiment 3. For the first group (inside motion), the
eight moving elements were inside the form to be recog­
nized (Figure 6a). In the second group (outside-motion),
the eight elements were outside the form (see Figure 6b).
If the effect ofelement motion on boundary formation is
restricted, the two groups should differ in how additional
moving elements affect texture-inside and texture-outside
displays. Since the contours in the texture-inside displays
bind inward under some conditions and bind outward
under other conditions, a benefit of extra motion may be
seen in both the inside-motion and outside-motion groups.
The contours in the texture-outside displays have only
been observed to bind inward, so only the inside-motion
group should benefit from the extra motion. It is possi­
ble that the motion ofthe elements might influence the di­
rection ofboundary assignment in these displays, on the
basis ofboundary flow, so that the contour would bind to­
ward elements that share its motion. However, the mov­
ing elements would be expected to have little influence
relative to the effects of the static elements since, even in
the lowest density displays, the number of static elements
is much greater than the number of moving elements.

Method
Subjects. Twenty Temple University undergraduates participated

in partial fulfillment of introductory psychology class requirements.
Apparatus. The apparatus was identical to that used in Experi­

ment 2.
Displays. The displays were identical to those used in Experi­

ment I, with the following two exceptions. First, the bidirectional
condition was not included. Second, half of the displays contained
extra motion information in the form of eight elements, which trans­
lated along with the pseudosurface.

For half of the subjects (inside motion), the extra elements were
inside the pseudosurfaces (Figure 6a). In order to use the same pat­
tern of elements for all figures, a pattern was selected so that the
eight elements were inside all 10 pseudosurfaces. The pattern was
further constrained by selecting locations so that the set of ele­
ments, as a group, did not resemble any of the pseudosurfaces.

For the other half of the subjects (outside motion). the eight ad­
ditional elements were outside of the figure. The same relative ele­
ment positions used for the inside-motion displays were employed.
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Figure 6. Illustration ofthe extra elements in Experiment 3. Eight elements moved with the pseudosurface
in texture-outside (a and c) and texture-inside (b and d) displays. Moving elements were positioned inside the
pseudosurface for half ofthe displays (a and b) and outside in the remaining displays (c and d).

but the distance between elements was increased so that the ele­
ments were outside all 10 pseudosurfaces (Figure 6b).

Combining two types of transformation (texture outside and tex­
ture inside), presence and absence of additional moving elements,
10 figures, and four densities yielded 160 trials. These were pre­
sented in random order.

Procedure. The procedure was identical to that used in Experi­
ment I, with the following exception. Both the written and verbal
instructions mentioned that several extra dots might move around
the screen. The experimenter orally instructed the subjects to ig­
nore the extra dots and to report the shape of the moving form.

Results
Shape identification accuracies for the four groups are

plotted as a function ofdensity in Figure 7. Adding con­
sistent motion information increased shape identification
accuracy. When the extra motion information was present
inside the figure (Figure 7a), overall accuracy increased,
from 77% to 82% for the texture-outside displays, and
from 61% to 67% for the texture-inside displays. When the
information was present outside the figure (Figure 7b),
only texture-inside accuracy increased (57%-67%).

The mean accuracies were subjected to a four-way
ANOYA with transformation type (texture outside and
texture inside), presence or absence of moving elements,
and element field density as within-subject factors, and
motion location (inside or outside motion) as a between-

subjects factor. As was found in Experiments I and 2, the
main effects for density and transformation were signifi­
cant[F(2,36) = 253.14,p<.0001,andF(l,18) = 66.23,
p < .000I, respectively]. Identification was easier at higher
densities and the forms were easier to identify in the tex­
ture-outside displays than they were in the texture-inside
displays. As was also found in Experiments I and 2, the
transformation X density interaction was significant
[F(2,36) = 17.04, p < .0001]: The difference between
performance in the texture-inside and the texture-outside
displays disappeared at higher densities.

The main effect for additional motion was significant
[F(I,18) = 8.05, p < .02]: Adding motion information
that was consistent with the motion of the edges increased
shape identification accuracy. Although the main effect
for motion location was not significant (F < I), the three­
way interaction among location, transformation, and ad­
ditional motion was significant [F(l,18) = 4.77,p < .05].
This interaction is consistent with the spatial-restriction­
by-boundary-assignment hypothesis: The addition of
moving elements increased accuracies for texture-inside
displays regardless of whether the moving elements ap­
peared inside or outside the pseudosurface, but facilitated
shape perception in texture-outside displays only when
they were inside (Figure 7). There was a small decrease
in performance when the motion information was outside
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Figure 7. Shape identification accuracy for Experiment 3 plotted as a function of
element density for (a) the inside-motion group and (b) the outside-motion group.

the pseudosurface in texture-outside displays that did not
reach significance [from 84% to 80%, F(I,9) = 1.18, n.s.].

Discussion
The spatial-restriction-by-boundary-assignment hy­

pothesis was supported by the results of Experiment 3.
The addition ofa consistent motion signal increased con­
tour stability and clarity, but only when the additional mov­
ing elements were grouped with the figure's edges. The
addition of a consistent motion signal to the texture-

outside displays, where the contours bind inward, aided
shape perception only when the moving elements were
enclosed by the figure, and may have interfered with shape
perception when they were outside. In texture-inside dis­
plays, placing consistent global motion information in­
side the figure increased performance just as much as
adding it outside. This is consistent with the dual nature
of texture-inside displays: The contours in a texture-inside
display can bind inward or outward. Additional motion fa­
cilitates shape perception in either case.
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Figure 8. (a) An illustration of an edge sequentially occluding three texture elements. Each pair of disappearances
defines a motion vector, which is illustrated with arrows. The two motion vectors, v12 and v23, can be combined, as
shown in (b), to define the orientation of the occluding edge. From "Spatiotemporal Boundary Formation: The Role
of Local Motion Signals in Boundary Perception," by T. F. Shipley and P. J. Kellman, 1997, Vision Research, 37,
p. 1287. Copyright 1997 by Elsevier Science. Reprinted with permission.

GENERAL DISCUSSION

The three experiments reported here demonstrate that
the motion (or lack thereof) of texture elements directly
affects the perceptual clarity and stability ofdynamically
defined contours. They also show that only the motion of
elements seen as part of a figure influences the forma­
tion of the boundaries of that figure; the motion of ele­
ments that are seen as part ofother figures has little or no
effect on dynamic boundary formation. Thus, it seems that
the clarity of the shape ofan object is determined, in part,
by figure-ground organization. Treating a hole as if it
were a surface and binding the stationary internal texture
to its moving edge will interfere with recovering the shape
of the hole.

Current models of SBF (e.g., Bruno & Gerbino, 1991,
Shipley & Kellman, 1997) focus on the role of the local
motion signals that arise at the edges of moving surfaces;
however, it is possible to integrate information about the
global motion of the form into these models. For exam­
ple, Shipley and Kellman (1994, 1997) suggested that
the contours seen in SBF displays are best accounted for
by a motion-before-form model in which local motion
signals, defined by pairs of abrupt element transforma­
tions, serve as the basis for local boundary formation.
Figure 8 illustrates the idea that transformation-based
local motion signals can represent both the spatial and
temporal separation between two element transformations
(e.g., appearances or disappearances) along a moving
edge, and that the pattern of such motion signals defines
the local orientation ofthe moving boundary. Specifically,
if the two vectors representing the local motion signals
between three sequential element changes are arranged
so that they have a common origin, the line defined by the
tips of the vectors has the same orientation as the moving

edge. Shipley and Kellman (1997) offered a proof that
occlusion ofas few as three noncollinear elements can de­
fine the orientation ofan edge whose velocity is not known
(Figure 8). When the edge's velocity is known, a corol­
lary of this proof based on substituting its velocity (both
its direction and speed of motion) for one of the local
motion signals demonstrates that two elements are suf­
ficient to define the edge's orientation. Thus, surface tex­
ture motion (e.g., the moving elements used in Experi­
ment 3) could facilitate the extraction oflocal boundary
segments by providing information about the direction
and speed of motion of the local segments. This would
explain why only texture elements seen as a part of the
figure affect the perception of that figure's contours.

According to this account, the effects of consistent
texture motion on boundary formation should be partic­
ularly evident in low-density displays, where the spa­
tiotemporal density ofelement changes is near threshold
levels. In these cases, the addition ofedge velocity infor­
mation may make the difference between a contour being
seen or not. Consistent element motion may also increase
performance slightly at higher density levels by increas­
ing the number ofmotion signals available for local bound­
ary orientation extraction. The same analysis would apply
for inconsistent motion and thus would account for why
the effects seen in these experiments were most likely to
occur at low densities, at which surface motion informa­
tion would be most influential.

This account does not identify which texture elements
will be seen as belonging to which contours and hence
when motion signals will be grouped with that contour.
Which local boundary segments and texture elements be­
long together may be determined by static properties, such
as enclosure, size, and symmetry (Rubin, 191511958), as
well as dynamic properties, such as where changes occur
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and common fate (Craton & Yonas, 1990; Kaplan, 1969;
Yonas et aI., 1987). Once elements are grouped with a
boundary segment, the motion of those elements may
contribute to the perceived motion of the entire group.
Information about the motion of a boundary segment
should aid in extracting the orientation of that boundary
segment, so appropriate grouping should facilitate SBF
and inappropriate grouping should interfere with SBE

Thus, differences in direction of binding may account
for, at least in part, the phenomenal and performance dif­
ferences between bidirectional and texture-outside dis­
plays. Yet, the presence of static texture both inside and
outside of a figure is not sufficient to impair boundary
formation. In one of the conditions reported by Shipley
and Kellman (1994), a set of texture elements on a black
background changed from white to blue. Even though all
the static elements were always visible in these color
transformation displays, the boundaries seen in the uni­
directional displays (where blue texture elements were
visible inside) differed in clarity from the bidirectional
displays (where the texture inside and outside was a mix
of blue and white elements). Furthermore, the bound­
aries seen in the unidirectional displays where the ele­
ments were white outside and blue inside did not differ
in clarity from texture-outside displays, where elements
disappeared entirely inside the moving form (Shipley &
Kellman, 1994).

Although it is possible that the static blue elements
had little effect because their luminance was very low,
an alternative account is suggested by the phenomenal
appearance of these color transformation displays. In the
unidirectional displays where the elements were white
outside and blue inside, the moving form appeared to be
a blue film, with static, white elements seen through the
film. Such a percept suggests that there may be some in­
formation in these dynamic displays that can specify a
moving, partially opaque surface located in front of a
field of static texture elements (Cicerone et aI., 1995;
Cunningham et aI., in press). It has recently been shown
that changes over time can define the opacity of surfaces
(Cunningham et aI., in press; Stoner & Albright, 1996).
Stoner and Albright suggested that contrast modulation
was a source of information for surface opacity, and
Cunningham et a1. suggested that local changes in color
of texture elements might also be used to identify the
color of a moving, partially opaque surface.

The dynamic specification ofsurface quality suggests
an alternative to the direction-of-binding explanation for
why performance in the texture-inside displays was good
at high densities. Here, instead of seeing a moving hole,
several subjects reported that the forms had the appear­
ance ofmoving flashlight beams. This suggests that SBF
can also define the boundaries of regions of varying
brightness (see Fuchs (1923/1950) for a discussion ofper­
ception of transparency and shadows in static displays),
and the spatiotemporal pattern of changes (in this case,
local increases in luminance) defines the brightness ofthe
region. The appearance of a bounded region of higher

brightness, which occurred in high-density texture-inside
displays, would remove the effect ofstatic texture because
the texture is no longer seen as part of the moving form.
Weare currently investigating the conditions under which
dynamic information may define partially opaque sur­
faces, as well as regions that appear luminous.

One of the central problems of static object perception
is offering an account for how all aspects of an object are
unified into a signal coherent perceptual whole (see, e.g.,
Treisman & Gelade, 1980). Moving objects offer a for­
mally similar problem with the additional complexity in­
troduced by the potential for aspects of the object to be
revealed at different points in time. Integration under such
circumstances would require combining information over
space and time. Wehave suggested here that boundary for­
mation processes may take advantage of transformation­
based, locally defined motion information as well as spa­
tially remote surface motion information. This may allow
integration to occur over large spatial scales. Further­
more, local motion signals and surface motion informa­
tion may be used to determine other aspects of the mov­
ing object, such as surface quality (Cunningham et al., in
press; Stoner & Albright, 1996). Perhaps one of the ways
the binding problem is solved for moving objects is by
using motion signals as the "glue" for various aspects of
the unit.
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