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A Theory of Visual Interpolation in Object Perception

PHILIP ). KELLMAN AND THOMAS F. SHIPLEY

Swarthmore College

We describe a new theory explaining the perception of parily occluded objects
and iusory figures, from both static and kinemalic information, in a unified
framework.

Three ideas guide our approach. First, perceplion of parily occluded objects,
perceplion of llusory figures, and some other object perception phenomena de-
rive from a singlc boundary interpolation process. These phenomena differ only in
respects that are not part of the unil formation process, such as the depth place-
mer of unils formed. Second, unit formation from statc and kinematic informa-
tion can be (reated in the same general framework. Third, spatial and spatiotem-
poral discontinuilies in the boundaries of optically projected areas are fundamen-
tal to the unit formation process. Consisient with these ideas, we develop a
detaifed theory of unit formation that accounts for most cases of boundary per-
ception in the absence of local physical specification. According to this theory,
discontinuilies in the first denivative of projecied edges are iniiaung conditions
for unit formation. A formal notion of relatability is defined, specifying which
physically given edges leading into discontinuilies can be connected 1o others by
interpolated edges. Intuitively, relatability requires that two edges be connectable
by a smooth, monotonic curve. The roots of the discontinuily and relatability
nolions in ecological constraints on object perception are discussed. Finally, we
claborate our approach by discussing related issues, some new phenomena, connec-
tions to other approaches, und issues for future research.  © 1991 Academic Press, Inc.

INTRODUCTION

Among the most influential aspects of Geslalt psychology was an em-
phasis on spatial and temporal patterns as fundamental to perception.
Unlike their sensalionist predecessors, the Geslaltists recognized that
stimulus variables relevant to perception need not correspond to local
‘sensations, Spatial and temporal relationships in the inputs to the senses
might explain how perceplion can instead be in close comrespondence to
the outside world (von Hornbostel, 1927; Koffka, 1935). This insight sur-
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vives in contemporary theories, in which perceptual mechanisms are seep
as detecting patterns in ambient energy that carry information about the
physical world (Gibson, 1966; Johansson, 1970; Marr, 1982; Shcpard,
1984).

Object perception is a paradigm case of the importance of relationaj
information in perception. Demonstrations have been easier to develop
than explanations, however. Among the most conspicuous and perplexing
relational aspect of object perception is the problem of occlusion. Light is
reflected to our eyes from only parts of objects, yet perception is ordi-
narily of whole objects. Parts of objects thus appear in our perception that
have no local stimulus correlates (Michotte, Thines, & Crabbe, 1964),
These facts are not often noticed in ordinary perceiving, perhaps because
perception of objects despite occlusion seems automatic and accurate. In
Fig. 1, for example, the unity and boundaries of the building are readily
apparent. Many parts of its outer boundaries are hidden by the building
itself; such self-occlusion occurs for any object viewed from any rela-
tively stationary position. Occlusion of the building by branches of the
tree is pervasive in this photograph. A count of the separate regions in the
optic array bounded by projections of the tree’s branches would scarcely
be possible. Movement of the observer while viewing such a scene would
lead to disocclusion of some parts of the layout, but also to new and
complex patterns of visible surfaces and occlusion. In normal environ-
ments, there are few if any cases in which perceiving objects does not
involve the problem of occlusion. Fortunately, perceivers readily detect
the unity and boundaries of partly occluded objects (Kellman & Spelke,
1983; Michotte et al., 1964). In the example above, the unity and bound-
aries of the building were obvious, while counting the separate surface
regions would be a time-consuming task requiring reflection and effort (cf.
Wertheimer, 1912).

How is it that we are able to perceive the parts of objects that are
occluded? In this paper we put forth an answer to this question, by elab-
orating a theoretical framework first sketched by Kellman and Loukides
(1987). Since the theory addresses a number of unit formation phenomena
besides the perception of partly occluded objects, we first describe these
in Section I. Section II highlights the problems a theory of occluded
object perception must surmount. In Section III, previous theories of unit
formation are reviewed. In Section IV we present the basic theoretical
ideas underlying our approach to unit formation, followed by a detailed
exposition in Section V. Section VI takes up related theoretical issues,
and recent empirical research bearing on the theory is described in parts
of Sections IV-VI. Section VII explores the relations between our the-
ory and other views of unit formation, and in Section VIII we discuss
unresolved issues pertaining to the theory.
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Fic. 1. Clothier Hall'at Swarthmore College, partially occluded (see text.)

I. A SURVEY OF UNIT FORMATION PHENOMENA
Amodal and Modal Completion

The perception of the occluded areas of objects was termed by Mi-
chotte et al. (1964) “*amadal completion,’” using ‘‘amodal’’ to refer to he
absence of sensory aspects, e.g., brightness or color, in the pa... of
vbjects perceived to be behind other objects. When one views a car
whose middle is occluded by a tree, the car is amodally perceived to be a
single entity, yet one cannot perceive the spot of rust on the door handle.
Object perception despite occlusion may be the most important case. ul
nul the only case. in which perceived boundaries have no physical spec-
ication. Michotte et al. (1964) contrasted amodal with **modal™” comple-
lion, in which perceived areas not delimited by physical differences ap-
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pear with sensory characteristics. An example of modal completion is
completion of perceived surfaces across the blindspot of each eye (Walls,
1954).

Hlusory Figures

One type of modal completion has attracted an enormous amount of
attention from researchers in recent years: the phenomenon of subjective
or illusory figures. Figure 2 illustrates the most famous example, devel-
oped by Kanizsa (1955), who revived interest in this phenomenon, orig-
inally reported by Schumann (1904). The figure illustrates three percep-
tual effects that usually characterize this phenomenon: a central figure
having clear edges even in areas where no surface quality differences
exist, a depth difference between the illusory figure and (proximally)
adjacent surfaces, and a lightness effect, such that the illusory figure is
seen as having a different surface color from the surrounding surface. The
relation between illusory figures and ordinary object perception has been
unclear. It has often been suggested that illusory figures may derive from,
and help to reveal, processes of object and edge perception (Brady &
Grimson, 1981; Coren, 1972; Day, 1987; Gregory, 1972; Kanizsa, 1979;
Rock & Anson, 1979), but few specifics have emerged. One connection,
noted by several investigators, is that formation of an illusory figure is
often accompanied by amodal completion of the surrounding elements.
Thus, in Fig. 2, the central triangle is seen as lying atop complete circles

FiG. 2. A Kanizsa triangle (see lexl.)
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(Kanizsa, 1979). Others have questioned whether accompanying amodal
completion of the inducing elements is necessary for the formation of
illusory figures (Day & Kasperczyk, 1983; Gillam, 1987, Kennedy,

1978a).

Apparent Transparency

A phenomenon that may be closely related to occluded object percep-
tion and illusory figures, but involves additional issues, is that of apparent
transparency (Metelli, 1974; Ware, 1980). Figure 3 shows examples in the
occlusion case, where all object borders are given by surface color dif-
ferences, and in the illusory figure case, where they are not. In the former
case, the several differently colored patches in the array are seen as two
figures, one of which is translucent. In the latter case, the central area is
seen to have a translucent or transparent appearance, despite the absence
of any differences between it and the surround.

(a)

(b)

FiG. 3. Apparent transparency. (a) Partial occlusion case. (b) Illusory figure case.



146 KELLMAN AND SHIPLEY

Some Kinematic Unit Formation Phenomena

During the past two decades, there has been increasing emphasis on the
role of motion in studies of object and space perception (Braunstein, 1976;
Gibson, 1966, 1979; Johansson, 1975; Shepard, 1984). It now seems clear
that optical transformations, given by object and observer motion, play a
central role in object perception (Braunstein, 1976; Ullman, 1979;
Wallach & O’Connell, 1953). Although it is known that such information
can specify the unity and boundaries of partly occluded objects (Kellman
& Spelke, 1983; Kellman, Spelke, & Short, 1986), there have been few
studies of the principles and mechanisms involved.

Motion and Occlusion

Kinematic information for detecting occlusion was analyzed in seminal
work by J. J. Gibson, George Kaplan, and their collaborators. They sug-
gested that certain classes of optical transformations may characterize,
and specify perceptually, particular classes of events in the world, such as
occlusion or disintegration (Gibson, Kaplan, Reynolds, & Wheeler, 1969;
Kaplan, 1969). One important source of information about occlusion is
the ‘‘accretion and deletion of texture'’': When one surface goes behind
another, projected textural details on the occluding surface will remain
visible while elements on the occluded surface will gradually disappear.
This information at the occluding edge is equally available to moving
observers viewing stationary objects. A remarkable phenomenon demon-
strated by Michotte et al. (1964) shows that an occluding edge may also be
specified in the absence of surface texture. A single figure evokes per-
ception of occlusion if its projective shape varies over time in certain
ways (see Fig. 4).

These studies of the occluding edge did not directly address the per-
ception of object boundaries in occluded regions or the question of when
spatially separated visible areas are perceived as connected. Other data
suggest, however, that relative motion determines the perceived unity
and boundaries of partly occluded objects. Kellman and Spelke (1983)
found that certain motion relationships between the visible parts of partly
occluded objects specify object unity for both adult subjects and 16-
week-old infants (see Fig. 5). Subsequent research has revealed a great
deal about the particular aspects of motion information that govern per-
ception in early infancy (Kellman, Gleitman, & Spelke, 1987; Kellman
& Short, 1985; Kel'man et al., 1986). While thesc r*-=*~~ reve~] an im-
pressive early competence to perceive partly occluded objects, it is
equally clear that infant’s abilities are limited in comparison with those of
adults. Charactenzing these limitations has been somewhat hampered,
however, by the lack of a systematic understanding of the principles
governing adult perception of partly occluded objects.
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FIG. 4. Sequential views illustrating the kinetic optical occlusion phenomenon (after Mi-
chotte ct al. (1964)).

Some recent observations may help to clarify the situation. It may be
useful to distinguish between cases in which motion information indicates
unity but not form, which we will refer to as the primitive process, and
cases in which both unity and form are specified, which we will label the
rich process. By labeling one process as ‘‘primitive,”” we mean simply
that it specifies unity only, without indicating the locations of particular
boundaries. The primitive process was illustrated in Fig. 5. Figure 6 gives
examples of the rich process, in which both unity and form are readily
detected.

There are four grounds for separating these two processes in object
perception. First, unity can be perceived, by both adults and infants, in
cases where exact form is unspecified (e.g., Kellman & Spelke, 1983).
Second, perception of both unity and form in the rich process seems to
require certain orientational and positional relations among the bound-
aries of the visible parts of objects, as is also true in stationary arrays,
while perception of unity alone from motion (oes not. T “rd, h ~eis an
important difference in the conditions under which the two processes
occur. The primitive process appears to require perceived motion of ob-
Jjects in space; it does not occur from similar optical changes given by
motion of an observer viewing stationary objects (Kellman et al., 1987).
[n contrast, the rich process works from information given by observer or
occluder motion, as in the example in Fig. 6, as well as from object
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FiG. 5. Illustration of motion information for unity in occlusion cases. The two visible
paris (above and below the rectangle) undergo common lateral translation. Adults and
16-week-old infants both perceive unity from this information, although the particular form
of the connection between the visible parts is not given (Kellman & Spelke, 1983).

motion. Finally, the primitive process has been demonstrated early in
development (Keliman et al., 1987; Kellman & Spelke, 1983; Kellman et
al., 1986), while tests of relative motions without real motion of the oc-
cluded object have yielded negative results in the first half year (Kellman
& Spelke, 1983, Experiment 5; Kellman et al., 1987), as have tests of
static information. Tests of infant perception of kinetic illusory figures,
which involve the rich process, suggest that these are also not perceived
in the first half year (Kaufmann-Hayoz, Kaufmann, & Walther, 1988).
The development of the rich process—including unity and form percep-
tion in both static and moving arrays—may occur during the second half
of the first year (cf., Bertenthal, Campos, & Haith, 1980). Perhaps it is
related to the onset of pictorial depth perception in that period (Yonas &
Granrud, 1984). One likely connection involves the depth cue of interpo-
sition, which we believe has a close relation to the process of unit for-
mation (see Section VI). Interposition and other pictorial depth cues all
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I |

F1G. 6. Illustration of the rich process. Parts of a stationary triangle are revea =d over
time by the motion of an occluding object. A complete triangle with clear boumn aries is
perceived.

seem to become useful at approximately 30 weeks of age, which may impli-
cate maturational factors in their development (Yonas & Granrud, 1984).

In the remainder of this paper, and in the theoretical framework devel-
oped below, we will be concerned only with the rich process. We have
chosen this strategy because it now appears that a unified treatr ent of
unity and form perception in moving and static arrays will be poss ble. It
further appears, at present, that the primitive process is a separate ' vay of
detecting unity. Our choice of focus is not meant to minimize the mpor-
tance of the primitive process, which may have the highest ecological
validity in specifying unity, and may constitute an innate foundation of
object perception (Kellman et al., 1987).

Kinetic Illusory Figures

Information given over time is involved not only in the percepi ion of
the occluded parts of objects but in illusory figure perception as well.
Kellman and Cohen (1984) developed illusory figures based on interpola-
tion processes across time, analogous to those operating across s- ~ce in
ordinary illusory figures. White figures in a black surround were - 1own.
When sequential interruptions in the projected shapes of these {igures
were shown, which could all be caused by the movement of an (otherwise
invisible) occluding figure, a unitary occluding figure (of the background
color) was perceived (see Fig. 7).
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FiG. 7. Schematic of a kinetic illusory figure display. When stationary, four black circles
are seen against a white background. Certain sequential changes in the circles lead to
perception of a unitary central figure of the background color which moves in front of the
circles (after Kellman & Cohen, 1984).

Kellman and Cohen (1984) noted several similarities between kinetic'
and static lllusory figures. Kinetic illusory figures appear at a different
depth from their inducing elements. As in the static case, contour inflec-
tion points seem to require specification by physical differences, while the
illusory edges run between inflection points. Finally, Kellman and Cohen
noted the apparent bistability of some illusory figure displays: the central
figure sometimes appeared as partly visible through holes in the surround-
ing surface, rather than as lying atop adjacent figures and the surround.
This kind of bistability has been noted in the case of static illusory figures
(Bradley, 1987; Bradley & Petry, 1977).

! The term **kinematic" is technically correct here, since the phenomenon involves mo-
lion patterns alone, without reference to energy. We use “‘kinetic,”” however, to refer to
previously named phenomena that have come to be known by this term, e.g., *'kinetic depth
effect.””
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Fi1G. B. Schematic of an illusory figure display with kinematically specified inducing el-
ememts (after Kellman & Loukides, 1987).

Kinematic Specification of Inducing Elements

A phenomenon of importance for several basic issues in form percep-
tion is the specification of illusory figure inducing elements outside of the
luminance domain. Kellman and Loukides (1986, 1987) reported illusory
figure perception from inducing elements specified over time by maotion.
In their example (see Fig. 8), a homogeneous field of random black dots
on a white background was seen when the display was stationary. Three
small squares became visible, however, when rotated (in the plane)
around their centers. Although these squares were made of the same
random dot texture, they became visible due to their accretion and dele-
tion of background texture (Gibson et al., 1969). Each of these rotating
elements was itself overlaid by the vertex of a central triangle. Although
the central edges of this triangle were not given by any physical differ-
ences, a completely bounded, illusory triangle was perceived. Prazdny?
(1986) independently developed similar displays. These phenomena indi-
cate that luminance differences are incidental to the causation of illusory
figures. The phenomenon of illusory figure perception from kinematically
specified inducing elements converges with other evidence (Kellman &
Loukides, 1987; Prazdny, 1983) in implicating a visual interpolation pro-
cess sensitive to the shape and arrangement of regions of the optic array.

Summary of Unit Formation Phenomena

All of these phenomena are formally similar in that perception of

2 We were deeply saddened to learn of the untimely death of K. Prazdny in 1987. His
insights in the present context and many others have been extremely valuable. Both his
intellectual gifts and personal warmth will be greatly missed.
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boundaries occurs across regions where physical specification of the
boundaries (by luminance, spectral, or motion information) is absent.
Below we argue that the similarilies, indeed identilies, among these phe-
nomena extend even further: All of these examples of visual interpolation
derive from a single unit formation process, differing in ways that do not
involve unit formation per se. First, we suggest some general require-
ments for a successful theory of unit formation, and we examine theoret-

ical proposals previously advanced 10 account for one or more of these
phenomena.

I. A SIMPLISTIC UNIT FORMATION THEQRY

Intuitively, a first pass al the unit formation problem is 1o suggest that
the visual system takes as units areas of homogeneous surface quality,
i.e., lightness, color, and/or texture. Boundaries between units are lo-
cated where changes occur in these qualities. [t is useful to consider this
idea, because its shoricomings are both striking and instructive.

There are a number of issues thal we will nol address here. For exam-
ple, the present paper is not centrally concerned with the processes that
detect physically specified boundaries. These processes are far from triv-
ial, however. Edge detection may be based on abrupt changes in bright-
ness, color, motion, or lexture charactenistics. Furthermore, some abrupl
changes may occur which do not signify surface edges. such as variations
due o texiure, or illumination edges (Gilchrist, Delman, & Jacobsen,
[983). The scale al which changes occur is another dimension of impor-
tance: for example, Marr (1982) suggested that edge detection processes
work in parallel al four levels of scale. The level(s) at which surface
qualily changes occur may be important in their assignment as surface
edges or as variations within a single surface (Grossberg, 1987; Grossberg
& Mingolla, 1985b). Research on edge detection (Leclerc & Zucker, 1987;
Marr, 1982: Marr & Hildreth, 1980), lightness constancy (Gilchrist et al.,
1983), edge specification by motion (Andersen & Cortese, 1990, Gib-
son et al., 1969) and other lopics may specify in detail the inputs to the
process we address here.

Qur immediate concern is al the next level. Assuming some partitioning
of areas based on homogeneily of surface gualities, do these areas cor-
respond to the boundaries of objects in the world? Moreover, are these
the units that observers see?

A unit formation rule based on abrupt changes in surface qualities
would pick out some of the boundaries of objects. Perhaps its most in-
teresting characteristic, however, is that in virtually every application it
would be wrong aboul al least one object boundary.

The reason follows directly from the ecological facts that give rise to
occlusion. Objects and the layout of space are three-dimensional, while
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the projection sutface of the eye is two-dimensional. Light moves in
straight lines, and most objects are opaque. As a resull, when we locate
ihe boundaries of relatively homogeneous regions in the oplic array, by
far the most frequent relationship between two such regions is that they
project from surfaces one of which partly occludes the other. It is a rare
coincidence when two objects' boundaries are tangent, and the line of
sight lies in the tangent plane between them. Far more common is the
{optical) interruption of a further surface by a nearer one.

Perceplually, it is the case that surface changes are normally assigned
as boundaries only to one side of the change. Kurt Koffka (1935) labeled
this “‘the one-sided function of contour.” The classic figure-ground dem-
onstrations of Rubin {1915) illustrate it (see Fig. 9.) In Fig. 9a, no infor-
mation specifies the bounded side. As a result, the perceptual outcome
switches over Ume. Figure 9b illustrates an outcome that never seems to
occur. The display in Fig. 9a is never perceived as conlaining (simulta-
neously) the three bounded figures shown in Fig. 9b.

This unit formation theory, then, virtually always gives a wrong an-
swer, The physical/ecological bases of vision imply that one surface usu-
ally continues behind a projected edge. Among the consequences of this
fact is that a unitary object may reflect light to the eye from spatially
separated areas, possibly a great many of them. The perceptual assign-
ment of “‘one-sided’ boundaries is compatible with these constraints.
What is not yet clear are the processes that produce perceptual represen-
tations of the hidden boundaries and surfaces of objects. A theory of
visual interpolation should indicate the sources of information for unity
and boundaries despite occlusion, and should explain how such informa-
tion is used by perceivers. It should also provide an account of other unit
formation phenomena.

. THEORIES OF UNIT FORMATION

A great many explanations have been proposed for particular unit for-
mation phenomena, and some frameworks have been applied to a variety
of phenomena. In this section we describe and briefly assess these theo-
retical proposals. Qur purpose is not 1o be exhauostive, bul to indicate the
most common ways in which these phenomena have been approached.

Gestalt Approaches

Michotte et al. {1964) argued that completion occurs in accordance with
Ge:slajl laws of organization. Their experiments suggested that past ex-
perience has little or no influence on perceplual completion. Kanizsa
(1955, 1979) has also taken a Gestall view in arguing thal organizational
forces tend 1o lead to perception of simple, regular forms. It is this ten-
dency, applied 1o the inducing elements, thal leads 10 the perception of
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(a)

(b)

F16. 9. Example of figure-ground organization. (a) Either two profiles or a central object
are seen. The contours bound *he object seen, while the adjacent surface continues behind.
(b) Detached versions of the two possible bounded areas. It is difficult or impossible to see
these -~ 1iltaneously i - (a), be- -1se the contour is ordi- -~ y - -+~ houndary in only
one direction.

illusory figures. In Kanizsa's words: **As for the singling out of the fac-
tors that determine the formation of these contours without gradients, 1
noted that there is one condition that is always present: the existence of
parts that require completion that will transform them into more stable,
more regular, and more simple figures™ (1979, p. 195).
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Both Michotte and Kanizsa emphasize such organizational factors in
accounting for both amodal and modal completion, but the exact relation
between these phenomena is left unspecified. It has also proven difficult
to refine the Gestalt notions, which are said to apply to other perceptual
domains as well, into principles with much predictive power. Moreover,
it is possible that certain Gestalt notions, such as simplicity, confuse
outcomes in perception with their causes (see below). Local processes
may operate to produce outcomes of globally regular, simple configura-
tion (cf., Marr, 1982, p. 186; Hochberg, 1978; Kanizsa, 1979; Rock, 1983).
Nevertheless, Gestalt principles have had heuristic value for studies of
object perception (Kanizsa, 1979; Kellman & Spelke, 1983; Michotte et
al., 1964), and no successful theory of object perception can ignore the
phenomena that Gestalt theory attempts to explain.

Coding Theory

Coding theory (Buffart, Leeuwenberg, & Restle, 1981) is an attempt to
quantify the Gestalt notion of simplicity. It asserts that unit formation is
a by-product of a perceptual system that uses a minimal code for the
encoding of all scenes. For example, the number of ‘‘code entities™ nec-
essary to encode the line drawing in Fig. 10a as two differently shaped
objects like those portrayed in Fig. 10b is greater than the number re-
quired to encode the scene as two overlapping rectangles (Fig. 10c). The
difference in code magnitude is due to the symmetry of a rectangle. Ac-
cording to coding theory the perceptual system takes advantage of the
redundancy of parts of a symmetric figure when it encodes the overall
figure. Because irregular figures contain no such redundancy of form they
cannot be encoded as efficiently as symmeltric figures; hence the neces-
sary code must be larger.? In Fig. 10a the **L"* shape can be encoded more
efficiently as a rectangle under a rectangle that as an **L""-shaped figure.

To account for perception of illusory figures, van Tuijl and Leeuwen-
berg (1982) proposed a variant of coding theory. They assumed that an
illusory figure will be seen whenever the code magnitude necessary to
encode the inducing elements as figures extending under an illusory figure
is smaller than the code magnitude necessary to encode them as compler e
figures. Thus, a triangle is seen in Fig. 2 because encoding the inducing
elements as circles under a triangle is more efficient than encoding each
inducing element as a partial circle plus two straight contours.

Coding theory may improve the utility or at least the testability of a

- simplicity principle in perception. A daunting, unsolved problem, how-

3 Using the coding model, a rectangle can be encoded as a line of specific orientation ar '
length, a second line of a different orientation and length, plus a repetition of the first two
lines and orientations.
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(a)

(b)

(©
Fi1G. 10. Application of coding theory 1o occlusion. The array in (a) can be coded more
efficiently as containing the two objects in (c) than in (b).

ever, concerns the process that might carry out the necessary computa-
tions needed by coding theory. It would seem that all possible configu-
rations would have to be considered (e.g., i vocd i 1 cas s) before one
could be chosen as the simplest. No solution to this problem of compu-
tational unwieldiness has been discovered, to our knowledge.

Brightness-Based Theories of lllusory Figure Perception
A number of theories have addressed illusory figures or contours, aparl
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from other examples of unit formation. One class of theory suggested tl.. -
illusory figures are caused by processes of brightness perception (Brigner
& Gallagher, 1974; Day & Jory, 1978; Frisby & Clatworthy, 1975; Jory &
Day, 1979; Kennedy, 1978a). This approach has not fared well empirically
and seems to have been abandoned as a general account (Day, 1987;
Kanizsa, 1979; Kellman & Loukides, 1987; Parks, 1984; Prazdny, 1983;
Rock, 1987).* It is useful to consider several of the phenomena that have
weighed heavily against this general view. First, illusory figures occur in
the total absence of perceived surface quality differences across the edges
of the figures (Kellman & Loukides, 1987; Prazdny, 1983; de Weert,
1987). Second, illusory figure displays in which the inducing elements are
defined by motion rather than by luminance differences with the back-
ground (Kellman & Loukides, 1987; Prazdny, 1986) cannot be explained
by brightness-based .theories. Third, kinetic illusory figures appear to
have much in common with static ones; yet, they cannot be explained by
appealing to processes of brightness perception either (Kellman & Cohen,
1984). Finally, attempts at a direct test of the hypothesis of brightness
causation—carried out by ‘“‘seeding’’ areas with pixels of enhanced
brightness—do nol produce illusory figures (Kellman & Loukides, 1987).
All of these considerations indicate that illusory figures require explana-
tion in terms of spatial (and spatiotemporal) relations of surface bound-
aries, rather than induced brightness effects.

lllusory Contours as the Solution to a Problem

Rock and Anson (1979; see also Rock, 1983) proposed a problem-
solving view of illusory figures and contours. One of the factors respon-
sible for perception of illusory figures, by this account, is that the induc-
ing figures are recognized as pieces of a familiar figure. If the pieces of a
display can be connected to form a complete and familiar figure, then the
pieces will be perceived as parts of a single, partially occluded unit. The
system may construct an occluder (the illusory figure) to “‘explain’ why
some areas are not visible. Note that such an illusory figure will only be
seen when the missing parts of the familiar figure are arrayed so that they
would all be occluded by it.

A view having much in common with Rock’s is that of Gregory (1972,

* A wide variety of illusory figure and contour phenomena have been reported, most of
which appear o be closely related but some of which do not. For example, induced bright-

. ness effects can occur in displays in which clear boundaries do not appear (Kennedy, 1976).

We will be concerned here with all cases in which illusory figures with well-defined edges
occur in the absence of complete physical specification. This includes by far the bulk of
illusory contour phenomena that we know of and virtually all cases that are clearly relevant
10 the problem of unit formation.
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1987). Gregory discusses iHusory figures as an example of predictive hy-
potheses in perception. “‘Perceptually postulated’’ surfaces may be ac-
tively produced to account for unlikely gaps in the stimulus array.

Both Gregory's and Rock’s views have intuitive appeal in suggesting
some conneclion between illusory contour perception and the pervasive
preblem of occlusion, and also in emphasizing that illusory contour for-
mation leads to simpler, more regular or familiar forms.

Itusory Contours and Apparent Depth

In an influential paper, Coren (1972) proposed a close relation between
illusory contours and depth perception. Specifically, Coren argued that
certain configurations function as implicit interposition cues, and illusory
fipures are invoked as the inlerposing surfaces. This view has been cnt-
icized by Rock and Anson (1979) as involving a logical paradox. Interpo-
sition presupposes an interposing surface; yet, such a surface is claimed
to result from interposition. The logical probiem could be avoided if cer-
tain proximal stimulus features were found to coastitute information for
an interposing surface; in fact, this seems to be the intent of Coren’s
proposal. 1t has proven difficult to characterize such stimulus variables,
however. As noted above, Kanizsa (1979) emphasized thal some figures
appear 1o have gaps in them. Brady & Grimson (1981) attempted to refine
this idea by conjecturing thal langent discontinuities on either side of a
concave region may ‘‘give rise lo descriptions that entail missing parts.™

Tangent or first-dertvative discontinuities are of basic importance in our-

theory, elaborated below. However, we present a different view of the
relation between unit formation and the depth cue of inlerposition. Al-
though there is in facl an interesting connection, unit formation does not
result from depth processing or detection of objects with missing parts.

Neural Dynamics: Grossberg and Mingolla's Theory

Grossberg and Mingolla (1985a,b, 1987a,b) hypothesized certain neural
processes which might explain illusory figure perception. A “*boundary
contour™* process can synthesize boundaries across physically homoge-
neous areas by means of cooperative interactions of similarly oriented
edge detectors. A “‘feature contour™ process is sensitive to amount and

~fion of ¢ st and triggers ¢ filling in of surface qualily between
boundaries synthesized by the boundary contour process. Such bound-
aries are only realized perceptually if the featural quality of the area they
enclose differs from adjacent areas. In its dependence on surface quality
differences to explain illusory figures, this theory is a successor to earlier
brightness-based theories. It incurs the same difficulties raised by dem-
onstrations that illusory figures do not depend on such surface quality
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differences. These issues and a number of other aspecis of the theory are
examined in more detail in section VII.

IV. A THEORY OF VISUAL INTERPOLATION
Preliminary Theoretical Steps

Keliman and Loukides (1987} advanced a new theory of unit formation
unifying perception under occlusion and illusory figure perception, and
also relating static and kinematic unit formation phenomena. This ap-
proach has now developed considerably, and we present here a current
version, some empirical 1ests of the model, and a discussion of issues for
further research. Three theoretical postulates guide our approach, and we
present them first to provide a more general perspective for the particular
model advanced below. Although the current version of the model may be
incomplete in some respects and perbaps tncorrect in some others, we
believe that these general postulates are likely 10 remain central as more
complete models of unit formation are developed.

1. Perception of the Unity and Boundaries of Partly Occluded Objecis
and Perception of Husory Figures Are the Resulis of an Identical
Unit Formation Process

As a corollary to this claim, we suggest that the phenomenal differences
between these two cases (i.e., between “modal’’ and '*amodal™ comple-
tion) are the results of factors outside of the unit formation process,
specifically the depth placement of vnits formed. We present two lines of
argument for this claim, the former consisting of **visual arguments’’ and
the latter consisting of data.

Several phenomena suggest a very close relation between so-called
modal and amodal completion. First of all, it has occasionally been no-
ticed that some ordinary illusory figure displays can take on an allernative
appearance. In Fig. 11a the white triangle is seen lying atop the other
surfaces in the array, modally completed in that it has obvious surface
qualities, including the well-known brightness enhancement relative to
the surround. Less frequently, the black areas appear as three holes in a
white surface, and a triangle appears amodally behind the white surface
with ils three corners vi: le 1gh the holes. In Figure 11b this mode
of appearance is illustrated by the additien of lines completing Lhe bound-
aries of the holes or windows. The bistability of illusory figure displays
has previously been pointed outl by Bradley and Petry (1977), who pro-
duced the intriguing example showa in Fig. 11c. The Necker cube which
normally appears in front of the other surfaces in the array can appear
quite vividly floating in a dark space seen through windows. The phe-
nomenon also occurs in kinematic cases: some subjects in Kellman and
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FiG. 11. Bistability of illusory figure displays. (a) Standard illusory figure display. (b)
Same as (a) with lines added to emphasize possible appearance of (a) as an occluded Lriangle.
(c) Hlusory Necker cube (Bradley & Petry, 1977).

Cohen's (1984) experiment spontaneously reported amodal completion of
the central figure behind the surround rather than an illusory figure in
front.

A second phenomenon makes a similar point, perhaps even more di-
rectly. Figure 12 gives an example of what we call a **spontaneously
splitting figure'” (SSF). The phenomenon has been mentioned as an ex-
ample of perceptual organization (Kanizsa, 1979; Koffka, 1935; Parks,
1986), bul has received little systematic attention. There are two inter-
esting aspects of this type of display. The first is that, although the entire
figure is homogeneous in surface quality, it tends to be seen as two dis-
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FiG. 12. A spontaneously splitting figure (see text).

tinct units. One of these figures, seen on top of the other, is modally
completed; its illusory edges can be seen. The other figure is amodally
completed; although its unity is obvious, its middle section is hidden
behind the nearer unil. The second interesting aspect becomes evident
after 30 s or so of sustained viewing. The relative positions of the two
figures reverse! The figure that was modally completed now appears
amodally and vice versa. This switching of position goes on indefinitely
with prolonged viewing.

All of these phenomena involve switching between so-called modal and
amodal completion. How should we conceptualize the relation between
these processes? The answer we suggest, first proposed by Kellman and
Loukides (1987), is that there are not two processes of unil formation
here. The units in these various cases do not change; only their depth
relations change. In Fig. 12, the units remain the same shape throughout;
only their depth ordering changes with time. The differing appearance of
“modal’’ and ‘*amodal’’ completion has nothing to do with processes of
unit formation, but depends on the depth placement of units formed. In
the SSF case, no depth information indicates which unit is nearer, so the
depth ordering vacillates.® In an illusory figure as in Fig. 11a, the process
of unit formation produces the same triangle whether that triangle is seen
atop three circles or through three holes in the surface. The process of

* It is important (o realize that some aspects of the appearance of the various unit for-
mation phenomena may differ, despite their origin in a single interpolation process. For
example, the contours of a partly occluded object may be less vivid to inspection in some
sense¢ because they are out of sight behind another object. The boundaries of spontaneously
splitting figures may appear momentarily elusive during switches of depth order. The claim
of an identical unit formation process in these cases is not inconsistent with some differences
of appearance due to other aspects of scenes, especially depth placement.
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locating units in depth is separable from the process of unit formation.
The predominant appearance of illusory figures as lying atop other sur-
faces is due to a weak depth cue noted by Rubin (1915): Enclosed areas
tend to be seen as figures (rather than holes) whereas their surrounds tend
to appear as grounds.

The claim of identity between perception of partly occluded objects and
illusory figure perception has many interesting consequences, and also
provides useful converging operations for the study of unit formation.
One consequence is that any display in which the unity and boundaries of
a partly occluded object are clearly perceived should be transformable by
simple rules into a successful illusory figure display, or an SSF display.
The appropriate transformations preserve the relevant edges in the scene,
but differ in the way the optically unspecified area is situated. In the
occlusion case, the unspecified areas of the figure lie between two visible
parts on either side of an intervening area of different surface quality (the
occluding object). If this display is transformed into an illusory figure
display, the specified edges become part of illusory contour inducing
elements, and the unspecified area lies in a homogeneous field between
them. In the case of spontaneously splitting figures, the optically unspec-
ified region and the specified edges are part of the same bounded, homo-
geneous region. Finally, in transparency displays, the central area differs
in surface quality from all of the other regions of the display. Figure 13
gives an example.

Our informal tests of the prediction of an underlying identity among
these unit formation phenomena have been highly confirming. Clear cases
of unity and boundary perception in one display type predict the same
outcome in the others; similarly, clear cases of unrelatedness of visible
parts or of inducing elements are mutually predictable. Finally, borderline
or ambiguous cases seem to be the same in different domains.

More formal tests of these claims are obviously needed, however, and
we recently completed such an investigation (Shipley and Kellman, in
press). One experiment consisted of two parts: a test of perceived unity in
occluded figure displays and a test of perceived contour strength in illu-
sory figure displays. Magnitude estimation was used in both tasks. In the
unity task, subjects rated on a scale of 0-10 how strongly the separate
visible parts appeared to be connected in displays like those shown in
Figs. 14a and 14b. A display made of real objects (the four corners of a
square of paper protruding from behind a book) was used as a modulus
and was assigned a value of 10. Subjects were told to assign a value of 0
if there was no impression of cc _.iecte Iness whatsoever.

In the illusory figure task, subjects were shown a Kanizsa triangle
display, and their attention was directed toward the edges of the per-
ceived central figure. Subjects were told that edges of this clarity or
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Fic. 13. Equivalent unit formation cases with differing appearances. (a) Partially oc-
cluded figure. (b) lllusory figure. (¢) Spontaneously splitting figure. (d) Transparent figure.

strength were to be assigned a value of 10. The experimental task was to
rate the strength of edges in the displays presented on a scale of 0-10,
where 0 indicated that no edge was present. Figure 15 shows two of the
displays used.

The major independent variable in both tasks was the alignment _(or
misalignment) of the luminance-specified contours. Misalignment vafxed
from O to about 20’ of visual angle, a value obtained through pilot testing.
Figures 14 and 15 show corresponding occlusion and illusory figure dis-
plays; in each, the (a) figure has aligned edges and the (l_)) ﬁgurf: has
misalignment corresponding to 20" at the subjects’ viewing distance in l!le
experiment. Misalignments involved the vertical edges’in half of the dis-
plays and the horizontal edges in the other half. .

Half of the subjects did the unity task first, and the other half did the
contour clarity task first. Within each task, the order of stimulus presen-
tation was randomized. The tasks were structured so as to be superficially
quite different. In one task, subjects rated the connectedness of separated
parts with an intervening object in between, while in the other task,
subjects’ attention was directed to the robustness of iilusory edgt_as. De-
spite the apparent differences in the tasks, we hypothesized that if unity
under occlusion and illusory contours derive from the same unit forma-
tion process, misalignment should affect both in the same way.
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(a)

(b)

Fi1G. 14. Occlusion displays used lo assess the effect of misalignment on perceived unit.
(a) Zero misalignment. (b} Forty minutes of arc misalignment when viewed from 1.7 m.

Figure 16 plots both unity ratings and rated edge clarity as a function of
misalignment. Horizontal and vertical misalignment ratings have been
pooled, since these did not differ. As inspection of the figure suggests,
there was a nearly perfect correlation between the mean ratings of unity

and of illusory contour clarity for displays with equivalent misalignments |

(r = .99, p < .001). The results are highly consistent with the hypothesis
that perception of partially occluded figures and illusory figures derive
from the same process.

1t seemed possible that this high correlation could have resulted from
subjects’ realizing during the course of the experiment that alignment of

edges was the characteristic being varied in both kinds of displays. Al-

VISUAL INTERPOLATION IN OBJECT PERCEPTION 165

¢
¢ 9

¢ 9

(b)
FiG. 15. Displays used to assess the effect of misalignment on illusory contour clarity. (a)
Zero misalignment. (b) Forty minutes of arc misalignment when viewed from 1.7 m.

though the instructions and tasks used here were typical for studies in
each domain (e.g., Dumais & Bradley, 1976; Kellman & Spelke, 1983),
subjects might have subverted the tasks by ignoring apparent connected-
ness or edge clarity and simply rating the misalignment of displays.

To check this possibility, a follow-up analysis was carried out. Dur .ng
the first several trials of the experiment for each subject, neither the
commonalities between tasks nor the uniqueness of the misalignment
variable should have been obvious to subjects. Accordingly, we examined
the first five trials in the experiment for each subject. For half of the
subjects, these data were trials of the unity task, and for the other half,
they were contour raling trials. The correlation between unity ratings and
ratings of contour clarity on the first five trials (a between-subjects ¢ or-
relation) was .96, p < .001. From these data, it does not seem likely t at
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FiG. 16. Mean ratings of vnity [partially occluded figure displays) and iflusory contour
clarity [illusory figure displays] as a function of misalignment (r = 20).

the close correspondence on these two tasks derives frorp any explic_n
recognition of the misalighment variable. Subjects’ perception of umty_m
occlusion displays simply predicts contour clanity in Hlusory figure dis-
plays and vice versa. _ _

These results join with the arguments given above in suggesting that l_he
process of perceiving object unity despite occlusion and the process giv-
ing rise to illusory figures are one and the same. More recent e'xpcnmental
findings also support this conclusion (Shipley and Rellman, in press).

2. Static and Kinematic Perception of Hidden Object Boundaries May
Depend on a Single Process

The many similarilies between visual inter_polat.ion processes across
space in static arrays and across space and time in the kinematic case
suggest that these derive from the same or clqscly related processes.
Phenomenally, both result in clear object boundaries and perceived depth
differences between the perceived object and a_xdjacent §urfaces. Morf:-
over, the identity of the unit formation process in occ!usnon cases ?md in
**modal’’ (illusory figure) cases appears to chgractenze lzolh st'auc anc
kinematic phenomena. Figure 17 illustrates this szrallel. The display ir
Fig. 6 has been altered so that what were the v,snble_ edg_es 0_fz§ partly
occluded object are now specified by interruptions in kinetic illusory
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Fi1G. 17. Scquential views illustrating a kinetic itlusory figure display equivalent 1o the
kinetic occlusion example in Fig. 6.

figure inducing elements. The displays are interchangeable, in that the
conditions that give rise to unity and form perception in the occlusion
case also give rise to kinetic illusory figures.

In terms of causation, both static illusory figures (in which all vertices
are specified simultaneously) and kinematic ones (in which vertices are
specified sequentially) can be generated with luminance-specified induc-
ing elements or with inducing elements specified by motion (Kellman &
Loukides, 1987). The spatial and temporal cases necessarily involve some
different aspects, e.g., the rules relating edges over time in the temporal
case, but the many parailels suggest that these phenomena might be ex-
plained in a unified spatiotemporal framework.

3. The Mechanisms of Unit Formation Incorporate Basic Ecological
Constraints, Specifically Utilizing the Information Provided by
Spatial and Spatiotemporal Discontinuities in Projected Edges

What information is available to perceivers about which parts of objects
are occluded and where object boundaries lie in occluded regions? Con-
sideration of optical and ecological facts about objects and their projec-
tions is likely to be a key to understanding how the visual system detects
occlusion and object boundaries. From our consideration of these aspects
of the problem, we propose that spatial and spatiotemporal discontinuities




168 KELLMAN AND SHIPLEY

a
Fi1G. 18. Ilustration of Hoffman and Richards's (1984) theory. Lines labeled *a’ indicale
boundaries of natural parts of the figure. Line b indicates an unnatural part boundary.

in the projections of surface edges play a fundamental role in unit forma-
tion (cf., Brady & Grimson, 1981).

Spatially, by *‘discontinuity™> we mean a discontinuity in the first de-
rivative of the function describing an edge in the optical projection. A
useful clue to the importance of this kind of discontinuity can be found in
the work of Hoffman and Richards (1984). These investigators were in-
terested in a problem different from, but related to, the problem of unit
formation, namely what perceivers take to be the natural parts of unitary
objects. For example, in Fig. 18, the dotted lines marked ‘a’ show a
natural decomposition of the object, while the dotted line at ‘b’ does not.
Hoffman and Richards suggest that judgments of the natural parts of
objects reflect a topological fact about the interpenetration of separate
objects. A theorem of *‘transversality” in differential topology indicates
that whenever two solids interpenetrate, a first-order discontinuity will be
formed where the surfaces intersect.®

Hoffman and Richards argued th t these | ~ te of “i= " ’ly, spe-

% Strictly speaking, a discontinuity will not be formed in the degenerate case where a
surface of one of two inlerpenetrating objects lies exactly in the same position as a surface
of the other object. Mathematically, this case is handled by specifying that slight perturba-
tions (small changes in the positions of the objects) guarantee the existence of discontinuities
(Guillemin & Pollack, 1974). Perceptually, the degenerate possibility will not be important
for our purposes.
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cifically concave discontinuities in the outer boundaries of objects, are
thus ecologically sensible indicators of natural break points of objects into
parts. However, for greater generality in applying the theory to objects
without abrupt discontinuities, they expanded the concave discontinuity
notion to include maximum points of outer boundary concavity (which
may be part of smooth curves), as in the example given in Fig. (8.

The transversality notion is important for our purposes, but we make
somewhat different use of it than Hoffman and Richards. Specifically, we
suggest that first-order discontinuities are formed in the optical projec-
tions of objects whenever one object partly occludes another. This con-
clusion requires an additional proof, which is given in Appendix A. The
requirements are quite intuitive, however. First, from projective geome-
try we know that whenever a discontinuity at the junction of two inter-
penetrating 3-D objects is projected onto a 2-D surface, it will yield a

.discontinuity.” In other words, first-order discontinuities are projectively

invariant. Second, any case of partial occlusion i€ projectively equivalent
to some case of objecl interpenetration and vice versa. Although this ‘s
true for both polar and parallel projection (Appendix A), it is easiest 10
visualize by considering parallel projection. Imagine viewing from a cer-
tain position two objects at different depths, one of which partly occludes
the other. Translating one of the objects toward the other along the line of
sight is sufficient to change the array from a case of occlusion to a case of
interpenetration. Yet this transformation will not change the projection in
any way (see Fig. 19). In short, if interpenetrating objects always lead to
first-order discontinuities, then so do all cases of partial occlusion.

The visual system may make use of the fact that discontinuities in the
first derivative occur in all cases of occlusion. Detecting spatial discon-
tinuities may be the first step in perceiving partly occluded objects as
unitary, at least for stationary observers viewing stationary arrays. Since
such discontinuities may also occur in object boundaries without occlu-
sion (wherever object boundaries are not smooth), detecting discontinu-
ities is not a sufficient basis for perceiving occlusion. Below we explain
the additional conditions that determine unit formation under occlusion.

When motion is involved, the notion of a discontinuity may include
certain classes of change in an object’s projection over time. When the
projected area undergoes a nonperspective change, i.e., a change th
could not arise merely from translations and rotations of a rigid object in
three-dimensional space, it may comprise a spatiotemporal discontinuity.

‘The relevant ecological fact here is that the optical changes given when

one object occludes another are charactenstically different from those in

7 Again excluding degenerate cases (see Gans, 1969).
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LINE OF SIGHT

FI1G. 19. Projective equivalence of occlusion and interpenetration. Under parallel projec-
tion, no projective change occurs when a case of occlusion is transformed into a case of
interpenetration by translation along the line of sight.

the class of perspective changes (Gibson et al., 1969). Additional condi-
tions involved in spatiotemporal unit formation are likewise described
below.

V. PARTICULARS OF THE THEORY

The theory attempts to explain how partly occluded objects are per-

ceived as units with definite shape. It also applies, however, to illusory

figures, apparent transparency displays, and spontaneously splitting fig-
ures. A general description is that the theory encompasses boundary and
unit formation in the absence of local specification. These include cases in
which boundaries are perceived through optically homogeneous regions
and cases where spatially separaled visible areas are perceived to be
connected.

I. Discontinuities in Space or Time Are Necessary Conditions for
Visual Interpolation

Spatial Discontinuities

As explained above, a spatial discontinuity is an abrupt change in
boundary direction of an object’s optical projection (discontinuity in the
first derivative). More formally, if the bounding edge of a projected region
is described by R(r), a vector function of a parameter ¢, i.e., R(f) = x(0i
+ y(t)j, where i and j are unit basis vectors along the x and y axes, and x(1)
and y(1) are real-valued funclions of 1, then a first-order discontinuity is a

_curvalure s al x =
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~ point at which dR/d! is not continuous. A fundamental claim of this theory

is that visual interpolation will not occur in the absence of first derivative
discontinuities.

Perceptuaily, some extreme curvatures that are not first-order - iscon-
tinuous in mathematical terms probably also function as discontinuities,
or in some cases activate the unit formation process weakly. The point is
really a logical one, since some first-order continuous functions wit 1 very
small radii of curvature can approximate functions with discont nuous
first derivaltives to an arbitrary degree of precision. For example, cc nsider
functions of the form

(D

in which s is positive. With arbitrarily small s, this function appro: mates
the function .

R =1ti +|t]j.

RW) = 1i + (P + s))7,

@

The latter function has a discontinuity in the first derivative (and all higher
derivatives) at t = 0. The function in Eq. (1), however, has no disconti-
nuity in the first derivative. Nevertheless, there is some value of s small
enough so that the function in Eq. (1) is indiscriminable from that in Eq.
(2). Note, however, that first-order continuous approximations t func-
tions with first-order discontinuities are a highly constrained class of func-
tions. All such approximations will have extreme curvature near he in-
flection points. For example, the function given in Eq. (1) has radius of
0. Thus, if the relevant stimulus information or the
unit formation process lies in first-order discontinuities, this infor mation
might be picked up by perceptual mechanisms sensitive to both actual

- discontinuities and points of extreme curvature.

The converse also holds. One can construct boundaries containing first-

" order discontinuities that are arbitrarily close in appearance to boundaries

described by some first-order continuous function whose radius of cur-
vature is relatively large. Thus, discontinuities can be made undetectable.

These logical considerations indicate that empirical specification will be
needed to define the range of extreme curvatures that function as « iscon-
tinuities. Registration of discontinuities seems unlikely to be an all-
or-none affair; rather, it may vary continuously with sharpness of curva-
ture. Strength of interpolation might vary with the strength of registered
discontinuities.

We have been able to confirm the necessity of discontinuities ‘or the
perception of illusory figures. Subjects were much more likely to report
seeing an illusory figure as well as report clearer illusory figures in dis-
plays that contain discontinuities at the ends of the interpolated cc 1tours
(for examplc, fig. 20b) than in displays thal do not contain disconti nuitics
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(Fig. 20a). For every display pair, at least twice as many subjects reporte-
illusory figures for the display containing discontinuities, and no display
without discontinuities was seen as having an illusory figure by a majority
of subjects. These results hold for both regular and familiar illusory fig-
ures as well as irregular illusory figures (Shipley, 1988; Shipley & Kell-
man, 1990). These data also give some indication that the registration o
discontinuities may be a matter of degree (Shipley & Kellman, 1990).
A spatial discontinuity is a necessary but not sufficient condition fo

unit formation. If certain other conditions are not met (see below), unit
formation does not proceed.

Spatiotemporal Discontinuities

In unit formation from information given over time, the initiating con-
ditions are likely to be projective consequences of occlusion events.
These might include all continuous changes in the optical projection of an
object that could not be caused merely by movements of that (rigid) object
in 3-D space. Figure 21a depicts a projective change that could result from
unoccluded movement in space, and Fig. 21b shows a change that could

The rationale for our definition of spatiotemporal discontinuity paralle -
that given previously for spatial discontinuity. Relative motion of objects,
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FIG: 20. Display pair from the discontinuily experiments. In (a) no subject reported a
clear illusory figure. In (b) subjects perceived a clear illusory circle. Both displays have

identical areas tangent 1o a central circle; display (b) was obtained by cutling away parts of
(a).

‘l r v | ’

F1G. 21. Sequential views illustrating (a) a perspective transformation and (b) 2 nonper-
spective transformation.
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F1G. 22. llustration of the need for a monotonicity constraint.
one of which partly occludes the other, will normally give rise to spa-
tiotemporal discontinuities; moreover, such optical changes are highly
specific to cases of occlusion (Gibson et al., 1969).
A more minimalist possibility is that occlusion events are detected
because they introduce spatial discontinuities over lime. The relative im-
portance of specifically spatiotemporal discontinuities, as opposed to-

temporally introduced spatial discontinuities, needs to be addressed in
future research.

2. New Contours Are Perceived When the Edges Leading into
Discontinuities Are Relatable to Others

Spatial Relatability

Relatability, both spatial and spatiotemporal, is a reciprocal notion to
discontinuity. Spatially, an edge that leads into a discoatinuity is relatable
to another when the two can be connected with no discontinuity in be-
tween. Just as the presence of a corner or very sharp curve defines a
discontinuily in step | above, its absence defines relatability.

An additional condition defines relatability of edges. We will call it the
monotonicity constraint. Intuitively, it requires that the connection must
progress continuously from one edge lo the other. The connection cannot
extend outward and then return, or double back on itself, etc. Without
this constraint, any two edges would be relatable, as Fig. 22 illustrates.

The notion of relatability, incorporating the monotonicity constraint,
may be formally expressed in terms of two conditions.® Consider two
surface edges, E, and E,, and their linear extensions, s, and s,. First, s,

® We thank J. Edward Skeath for contributing many of the ideas in this section and for
wriling Appendix 2.
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FiG. 23. Relatable (a,’b, and ¢) and nonrelatable (d, e, and [) edges (see text).

must intersect s,. Second, their angle of intersection must be obtuse or
90°. Figure ®3 " -*r-=-3 s~ rc'at-ble : =d non-relat ble edges.

In the case of parallel edges, these criteria lead to different oulcomes
depending on whether the edges are aligned or not. For collinear edges,
the extensions of the edges meet and are thus relatable. Misaligned par-
allel edges, on the other hand, do not have intersecting extensions. There
is a small range of tolerance at the boundaries given by these criteria. In
each case, we would expect the pick-up of edge relations such as mis-
alignment to be subject to thresholds. The exact ranges of tolerance, and
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the drop-off of interpolation within them, have not been fully determined.
However, the ranges appear to be narrow. For example, in the experi-
ment described above on the identity of partly occluded and illusory
figures, unit formation became marginal or impossible beyond about 15
min of visual angle of misalignment. This threshold estimate is well above
Vernier acuity thresholds, but on the same order as errors in processing
collinearity in the Poggendorf illusion (Robinson, 1972).

Except for the case of misaligned parallel edges, the conditions given
can be expressed analytically in the following useful form. Considering
again E, and E, as above, let R and r be perpendiculars to the end points
of the two edges, assigned so that R = r, and let ¢ be the angle of
intersection of R and r (see Fig. 24). Edges are relatable if and only if

O<Rcosp=<r. 3)

According to these criteria, relatability is blocked when the extension
of one edge intersects the other before the end of the latter edge (since R
cos ¢ exceeds r); this would be the case, for example, in Fig. 23e. For the
edges shown in Fig. 23f, relatability fails because cos ¢ < 0.

It can be shown that when two edges meet the relatability criteria, a
first-order continuous curve can be fit between them, tangent to the end
points at both edges. A proof is given in Appendix B. The curve described
in the proof derives naturally from the construction in Fig. 24. There is an
interesting sense in which it may be a minimum curvature connection
between the two edges (see Appendix B). Whether this curve predicts the
actual perceived form of interpolated edges remains to be investigated.

The criteria stated allow the possibility of edge formation in the absence
of closed figures. Figure 25 gives an example.

The importance of the relatability criteria is easy to see. As noted

E,

F1G. 24. A construction defining relatability. Two surface edges are relatable if and only
if 0 < R cos ¢ < r, where R and r are perpendiculars to the ends of the edges, assigned so
that R = r. The magnitude of r from its intersection with R to its intersection with the dashed
line is R cos ¢ in this case {see lext).
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FI1G. 25. Edge formation without area enclosure.

above, discontinuities in projected edges constitute an important invari-
ant related 1o object perception. In an imporiant respect, however, it is an
invariant relationship running in the wrong direction. The geometry of
visual perception ensures that every case of partial occlusion will gener-
ate first-order discontinuities in the projections of objects. The visual
system's task, however, is the converse: to use the projections of objects
to detect partial occlusion. However, not all first-order discontinuities
arise from occlusion. Some unitary objects have sharp corners. How can
the visual system determine which discontinuities in the optic array arise
from occlusion and which arise from abrupt changes in the outer bound-
aries of objects? The relatability criteria provide the answer. When the
edges leading into a discontinuity are relatable to others, the discontinuity
is classified as arising from occlusion. This occurs, as we have seen, even
when it entails the perception of boundaries within homogeneous areas. A
useful way of summarizing the effect of the relatability criteria is that the
visual system minimizes the discontinuities in the optic array which must
be ascribed to the boundaries of objects in the world.

Evidence for relatability. The relatability criteria are consistent with
most existing data on unit formation but need to be subjected to formal
tests. Above we described data indicating that, consistent with relatability
requirements, relatively small misalignments of parallel edges block unit
formation. Further studies using equivalent occlusion and illusory figure
displays are currently being carried out to test comprehensively other
types of violations of the relatability criteria.

Two recent studies may illustrate the usefulness of the relatability nc -
tion. In one experiment, spatial relatability was tested in perception of
partly occluded figures given over time (Kellman, Power, & Shipley,
1989). An anorthoscopic perception method was used to minimize info: -
mation available at any moment. Specifically, two areas separated by a
gap were rcvealed through two 76 by 4.7-mm (visual angle: 4.1° by 15)

- slits separated vertically by 6.4 cm (3.4°) and misaligned horizontally by

3.8 cm (2.0°) in a moving occluding surface (see Fig. 26a). The middle area
of the displays was thus always occluded. Relatability between edges of
the two areas was varied. Five displays had relatable edges on both sides;
four had non-relatable edges, and one display had relatable edges on one
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(a)
(b) ©

F1G. 26. (a) Anorthoscopic presentation apparatus. Stimuli with relatable (c) and (b)
nonrelatable edges were presented.

side but not on the other. Figures 26b and 26c illustrate figures with
nonrelatable (b) and relatable (c) edges. Violations of relatability con-
sisted of three cases where R cos ¢ > r and one case where R cos ¢ < 0.
The major dependent variable was a forced choice by subjects as to
whether one object or two was present behind the occluder in each dis-
play. For the displays predicted by relatability to be seen as one object,
an average of 20.6 subjects (out of a possible 24) reported one object. (The
fewest reports of one object for displays in this category was 15.) For
displays predicted by relatability to be disconnected, an average of 19.8
subjects reported two objects. (The fewest reports of two objects for
displays in this category was 18.) The display meeting the relatability
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criteria on one side but not the other was reported as one object by 13
subjects and two objects by |1 subjects.® This experiment, although em-
ploying a small set of displays, suggests that relatability predicts unit
formation under occlusion, even where the physically specified edges are
given only over time.

The occlusion experiment included little test of the hypothesized lower
bound on relatability, i.e., R cos ¢ = 0. Experiments in progress in a
different context have begun to examine whether edges whose relative
orientations are less than 90° fail to support interpolation. We have ob-
tained preliminary evidence with illusory contour displays. Subjects were
tested in two different ways. In one test, subjects were familiarized with
the illusory contour phenomenon and shown a set of illusory contot r
displays differing only in the orientations of the physically specified edges
(see Fig. 27a). Subjects were asked to check off all of the displays on tt ~
page in which they saw illusory contours. Figure 28 shows preliminary
data from 15 subjects. There was only one report of an illusory contoi r
for the two displays with orientation differences less than 90°. Similar data
were obtained using a second method in which an illusory *‘string’’ w: <
created in which separate segments required interpolation between edges
of varying relative orientations. (An example of such a string is given in
Fig. 27b.)
~ These preliminary data suggesl that the relatability criteria are plausi-
ble, both in including cases where interpolation occurs and excludir
cases where it does not. These data, and others, also suggest that strengt h
of boundary interpolation may vary with orientation among edge pairs
that meet the relatability criteria. There is some indication that collinear
edges are strongest, and interpolative strength declines with deviatior .
from collinearity. This possibility is consistent with proposals by Roc k
and Anson (1979), who noted that straight illusory contours were more
frequently reported by subjects, and Grossberg and Mingolla (1985a ),
who suggested that the strength of boundary formation should be greatest
between like-oriented edges. At the other end of the range, whether there
is a cutoff below which relatability does not occur, or a very steep, bi it
continuous, drop off in interpolative strength around 90°, is hard to judge
from these data.

Three-Dimensional Relatability

Although most demonstrations of amodal completion and illusory con-

® The experiment actually tested unit formation at two différent speeds of the moving
occluder. Data given here are from the slower of the two speeds, since higher speeds n
anorthoscapic perception tasks have been reported to induce some figural distortion. Our
data showed only minor variation with speed, however.
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FiG. 27. (a) Systematic variation of the relation between inducing cdges fro_m lBO.lo ‘IO‘t in
10° increments. (b) An illusory string with variations in the relative orientation of inducing
edges ranging from 180 to 70° (see text).

tours have produced edges thal lie in a frontoparallel plane, this need not
be the case. Three exceptions are a stereoscopic illusory figure developed
by Gregory and Harris (1974), the subjective Necke.r cube of Bradley and
Petry (1977), shown above in Fig. llc, and several illusory ﬁgures exam-
ples discussed by Brady and Grimson (1981). Such o_bservat!ons suggest
that relatability applies across all three spatial dimensions. It is clear from
projective geometry that collinear edges and smooth curves in the world
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F1G6. 28. Number of subjects (out of 15) reporting a subjective figure for each of the
displays in Fig. 27a.

ordinarily project to collinear edges and smooth curves at the retina. The
relatability criteria should thus apply appropriately to 3-D objects despite
varying orientations to the viewer,

When depth information indicates that physically specified edges are
oriented outside of the plane, then interpolated edges and surfaces should
also lie outside of the plane. The stereo pair in Fig. 29 illustrates the
effect. When the left and right views are presented to the left and right
eyes, respectively, a ring tilted in depth is seen, with a curved illusory
surface arching out of the plane on the right, in front of the surrounding
surface, and a partly occluded curved portion of the ring, behind the
surround, on the left. If the same two views are reversed, so that the left
eye gets the right view and vice versa, the amodally completed and illu-
sory figure sides of the ring reverse. Besides showing that the relatability
notion applies in 3-D space, this type of display gives another illustration
that % ' completion and illusory contours derive from one process:
depth information determines whether interpolated edges lie in front of or
behind other surfaces in the array.

A further implication of the 3-D relatability notion is that collinear (or
smoothly curving) edges at the retina might not always be relatable. 1f two
retinally collinear edges, for example, come from real objects at suffi-
ciently differing depths or orientations, no smooth, monotonic connection
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.FlG. 29. Three-dimensional relatability. This stereo pair produces perception of a ring
oriented at aboul 80° out of the picture plane, ordinarily seen as a three-dimensional illusory
_contou.r on one side and as partly occluded by the surface of the page on the other. Revers-
ing the views given to the left and right eyes reverses the *‘amodal” and **modal” sides of
l:eiobjecl. The reader may be able to obtain the stereoscopic effect by crossing or diverging
their eyes.

between them in 3-D space may be possible. An example is shown in Fig.
30. Despite the collinearity of the edges, no illusory contours are seen in
this display. We are currently investigating the question of 3-D relatability
more formally, using stereoscopic displays, to determine the influence of
depth separations on relatability.

Spatiotemporal Relatability

The conditions governing spatiotemporal relatability have not been
thoroughly investigated. Thus, our proposed definition is conjectural.
Spatiotemporal relatability should include at least those cases in which
s_uccessive spatiotemporal discontinuities could be caused by a unitary,
rigid object translating at a constant velocity or rotating at a constant

N, - |

3

Fic. 30. Nonrelatability in three-dimensional space. Despite collinearity of the inducing
elements’ edges in two dimensions, three-dimensional orientation information appears (o
block illusory figure perception.
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angular velocity (Kellman & Cohen, 1984; Kellman & Loukides, 1987). It
is likely that the actual class of events constituting relatability will turn
out to be broader. For example, a requirement of rigidity is probably too
limiting here as it is in other cases of perception of structure from motion
(Todd, 1982). Kinematic unit formation in illusory figure or occlusion
cases may be possible with certain jointed or elastic objects, but these
possibilities have not been tested. Likewise, lawful motion patterns other
than constant velocity, such as simple harmonic motion or constant ac-

" celeration, might support unit formation.

3. A New Unit iIs Formed When Connected Edges Enclose an Area

The optically specified edges, together with their extensions given by
relatability, form a unit when they completely enclose an area in the optic
array. Some test for boundary closure is needed. A simple idea is that, {or
an enclosed area, following along the physically specified and interpo-
lated boundaries, one arrives back at the starting point. Highly complex
areas, however, may present additional problems (Ullman, 1984), which
we do not take up here. An enclosed area will normally appear as an

- object, but depending on depth information relating adjacent surfaces, it

could appear as a hole of the same shape. (This issue of perceptual bound-
ary assignment Is taken up in the next section.) A related issue is how the
system handles competition. What happens when an edge is relatable to
more than one other edge, and what happens when a single area falls

_ within two or more potential units? These issues require further study.

4, Units Formed Are Assigned Positions in Depth Based on
Available Depth Information

The depth placement of units is not intrinsically part of the unit forma-
tion process. It is governed by available depth information about the
surfaces in the array. The outcome of depth placement determines the
appearance of formed units as ‘‘modal’’ or ‘‘amodal’’ in the terminology
of Michotte et al. (1964). In Fig. 13a the triangular object appears behind
the other object, because there is a surface color change between its two
visible areas. This is the depth cue of interposition, which has an ex-
tremely interesting relation to the unil formation process (see Section V1),
In Fig. 13b, there is no such color change across the boundaries of the
central object. As noted above, the figure can be seen either in front of or
behind adjacent surfaces. The dominant impression (illusory figure on
top) is probably due to some weak depth cues (Rubin, 1915). Since the
dark areas are enclosed by a larger surround, they tend to be seen as in
front of the surround, rather than as holes in it. The completion of the
central boundary of each dark area traverses an area of color change
(belonging to the triangular figure), so the triangular figure lies atc p the
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black areas by interposition. Therefore, the central figure must also lie
atop the surrounding white surface. Note that this depth ordering is fully
determined only when the black areas are seen as figures; when they are
seen as holes, the triangular unit may be either in front or behind the
surrounding white surface.

Especially instructive is the spontaneously splitting area. On sustained
viewing the depth relations between the two units reverse. This outcome
occurs because there is no depth information specifying the relation be-
tween the two objects. As argued above, this class of display is rather
compelling in suggesting that the ‘‘amodal’’ vs ‘‘modal’’ difference in
object perception has to do not with object formation, but depth ordering.

Perceptual Boundary Assignment

An important question is when in the process of object perception are
contours assigned as one-sided boundaries. We currently believe that
boundary assignment is dependent on depth placement. Where depth
information is unambiguous, such as when stereoscopic or kinematic dif-
ferences among surfaces are given, parts of the array are probably as-
signed spatial positions in advance of the unit formation process. Bound-
ary assignments follow directly in that the nearer surface ‘“‘owns’’ the
boundary; the further surface, adjacent in the projection, is not bounded.
Such early depth assignment can block relatability, i.e., when edges are
collinear in the projection but differ in depth. When depth information is
weak (as in pictorial displays), the depth placement of new units, as well
as the assignment of closed boundaries as delineating figures or holes,
may be bistable, as we have seen. It seems that in ordinary visual envi-
ronments, the adequacy of relative depth information accounts for the

lack of ambiguity in boundary assignment (Gibson, 1966); whereas, in -

pictorial contexts, the lack of adequate depth information makes possible
reversals of boundary assignment.

Vi. RELATED THEORETICAL ISSUES

In this section we consider several issues that, while not central to our
theoretical framework, involve other pertinent aspects of the unit forma-
tion process.

Spatial and Temporal Range

The unit formation process is presumably limited in what sorts of spa-
tial and temporal gaps it can bridge. There are almost no data on the
effects of varying temporal separation. Some research has sought to de-
termine how spatial gaps affect illusory contour formation. Dumais and
Bradley (1976) varied both real and retinal sizes of illusory figures and
reported a clear effect of retinal size. (Best edge clarity was found for
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edges around 1.2° of visual angle in retinal extent; larger separations
usually gave lower ratings.) Petry, Harbeck, Conway, and Levey (1983)
found that subjects’ clarity ratings of an illusory figure increased as the
gap between inducing elements was decreased. Unfortunately, gap extent
was confounded with size of the inducing elements in one experiment and
with number of inducing elements in the other experiment (size and num-
ber of inducing elements were varied without changing the size of the
illusory figure). Little is known about the interactions between the extents
of specified edges and the gaps \be(wecn them. In a recent experimen}
(Shipley, 1988; Shipley & Kellman, 1988), subjects gave magnitude esti-
mations of illusory edge clarity as a function of various inducing element
sizes and separations. Both distance between inducing elements and size
of inducing elements at the four corners of a square were varied (crossing
four gap sizes with three inducing element sizes gave 12 displays). The
results are shown in Fig. 31. Both the extent of the gap and the extent of
the luminance specified contour affected the clarity of illusory edges.

In a program of research that may have a number of connections to the
present work, Gillam (Gillam, 1972, 1981; Gillam & Grant, 1984; Gillam &
McGrath, 1979) investigated the conditions under which separate line
segments rotating in depth appear to rotate in the same direction (as if
connected) or not. Her data on spatial separation (Gillam, 1981) led her to

-& radius 48 min
-~ radtus 30 min
= radius 18 min

IMusory Figure Clarity
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FiG.31. Mean illusory contour clarity ratings as a function of inducing element scparation
and size (radii in minutes of visual angle) (n = 20).
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FiG. 32. Mean illusory contour clarity ratings as a function of the ratio of gap size (d) to
total edge length. (Edge length (4 + 2r) equals twice the inducing element radius (r) plus gap
size (d). The solid line represents the best-fitting regression line, with parameters given by
the equation in the figure.

propose that the ratio of edge length to gap size governed perceived
coherence. Both increasing the length of specified edges and decreasing
the size of the gap between them increase coherence. An advantage of the
ratio hypothesis is that ratios are invariant with viewing distance; thus,
configurations that appear unified at one distance will remain so at an-
other.

Examination of our data suggests that the ratio hypothesis describes the
effects of spatial separation on contour strength here as well. Figure 32
replots the data of Fig. 31 with illusory figure clarity shown as a function
of the ratio of gap extent to the entire gap (luminance-specified parts plus
the gap). Equivalent ratios give approximately equivalent clarity ratings.
Within the range of ratios used in this study, illusory figure clarity seems
to be a linear function of the ratio of gap to gap plus specified edge
length.'® Grossberg (1987) has also (e 'ri’ »d » ~n.r: " - interactions
between edges in a way that is compatible with the ratio hypothesis.

Whether the ratio of gap extent to illusory figure extent is the only

1" Moreover, other parallels may exist. Misalignment of edges may have similar effects in
determin’ 1g rotation coherence as in determining illusory edges and unity under occlusion.
The pos Hility that unit for vin the “on case may be partly or fully explained in the
same {ramework as partly occluded objects and illusory figures is currently under study.
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variable relevant to issues of spatial extent and unit formation is not clear.
According to the ratio hypothesis, a retinal size change that leaves the
ratio of the gap to the entire edge intact should not diminish perceived
edge clarity. Thus, the retinal size effect reported by Dumais and Bradley
(1976) is inconsistent with the ratio hypothesis. However, our stimuli
spanned a smaller range (1-3° for the sides of the illusory figures) than
those of Dumais and Bradley (1.2-18.9°). Moreover, the differences due
to retinal size found by Dumais and Bradley in the range of our stimuli
were small. It is possible that the ratio hypothesis holds only within a
certain range of retinal extent; perhaps it is restricted to foveal and
parafoveal viewing.

Complete vs. Partial Relatability

A disconlinuity in the visual field usually involves two (projectively)
intersecting edges. A question not addressed so far is whether unit for-
mation is stronger or more stable when both edges leading into a discon-
tinuity are relatable to others. Specifically, what happens under condi-
tions of partial relatability, when only one of the two edges is relatable,
and forms part of a new unit? Is that unit perceptually weaker or less
stable if the other edge at the discontinuity does not become part of some
other unit?

Ecologically, cases of occlusion leading to partial relatability would
seem to be fairly common. When an object terminates behind another
object occluding it, relatability for the occluded object’s edges may be
lacking. As an example, consider Fig. 33. The illusory contours here
result from the relatable horizontal edges. The vertical edges, however,
are arranged so that they are not relatable to other edges. Displays of this
type, but made of very thin lines, have been considered by Gillam (1987);
her examples indicate that clear illusory contours can be obtained in the
absence of collinearity of inducing lines across the gap. Although exper-
imental data have not yet been obtained, there is also some suggestion
that illusory contours are no stronger when collinearity is absent. The
noncollinear displays were not designed to test the relatability notion
proposed here, and they may contain some relatable edges. Our informal
observations have been inconclusive as to whether complete relatability
improves unit formation, and we are currently initiating a more system-
atic investigation of this issue.

The Depth Cue of Interposition

It is clear that some configurations give the impression that one object
is in front of another, and that another object continues behind. This
source of depth information is usually called ‘‘interposition.”” It has
proven difficult, however, to formalize adequately the conditions under
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Fic. 33. Partial relatability. lllusory contours occur between relatable horizontal edges
here despile the absence of relatability between the other edges leading into the disconti-
nuities.

which interposition occurs (Hochberg, 1971). Our theory may shed some
new light on interposition. The clearest examples of interposition may
depend on edge relatability. Figure 34 illustrates this claim. Consider the
impression of one object going behind another in displays (a), (c), and (e).
In (a) there is complete relatability. The edges forming each discontinuity
(e.g., the right angle formed by a vertical edge between the grey and the
black regions and a horizontal edge between the grey and white regions)
are both relatable to other edges. The horizontal edges of the two grey
regions are related to each other across a gap—the black region. The
vertical edges between the black and grey regions are relatable, with no
gap, to the vertical edges between the black and white regions. The im-
pression of one object going behind another may be strongest in this case,
where all of the edges leading into the relevant discontinuities are relat-
able to other edges. Figure 34b is a second example of complete relat-
ability in which the boundary of the grey surface is relatable to itself
across the gap. The displays in (c) and (d) do not have complete relat-
ability and may give weaker impressions of one surface lying behind
another. In (c), only the vertical edge between the black and grey regions
continues through the discontinuities. The horizontal edges are not relat-
able 1o other edges. In (e), none of the edges leading into the discontinu-
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(a) (b)

() (d)

(c)
FiG. 34. Interposition and relatability. (a and b) Complete relatability. (c and d) Partial
relatability. (¢) No relatability (see ext).

ities are relatable to other edges. (The oblique edges are not relatable to
each other because R cos ¢ < 0.) The two regions in this display evidence
the weakest depth ordering and may appear adjacent to each other.

A plausible way to think of interposition is as a rule for determir}i_ng
boundary assignment (and hence depth ordering) given certain relatability
conditions. The outcome depends on the relations of surface qualities
when the projections of two objects overlap. A change in surface quality
along the boundary of one object but not the other indicates that the
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former object is behind the latter. The shared boundary is assigned as
belonging 10 that ebject, bounding it but not the other (further) object. In
(a), for example, the black object is in front, because its surface quality is
no! interrupled where Lhe projections of the two units overiap. Even when
only one edge continues through a discontinuity, that edge is apparently
assigned as in front of the other, although the impression may be weaker.
In (c) and (d} the continuity of the edges between the black and grey
regions with the edges belween the white and black regions leads to those
edges being assigned as boundartes of the black region. Thus, the grey
areas in these displays are not bounded and continue behind. In these
displays, Lhe grey surface may appear behind the black one, despite the
fact that the specific locations of the hidden boundaries are not given by
the boundary interpolation process.

The fact that with partial relatability, the unbounded surface continues
behind the other may be relevant to another issue. Sometimes figures
whose edges are oriented at acute angles are reported to connect behind
an occluding object. For example, the display in {d) may be described as
containing a triangle. Such reports might indicate that the relatability
critenia should be broadened to include acute angles and that sharp cor-
ners can be interpolated. However, such reports do not necessarily indi-
cate relatabilily between edges oriented as acute angles. Rather, the facts
that the visible pontions are consistent with a triangle, and the remaining
boundaries are not specified may be adequale for a display 1o be recog-
nized as consistent with a triangle and reported as such. On this hypoth-
esis, such reports would not be results of perceptual boundary interpola-
tion, but might involve processes of recognition or reports based on par-
tial information, One reason to think that this is the correct explanation is
that the acule angles in (e) do not seem to give much impression of a
whole triangle. Hf acute angles could be joined by the boundary interpo-
lation process, {e) and (c) might be expected to give similar impressions in
this regard.

The inlerposition rule seems to be one of a small set of rules governing
the depth relations and appearances of projectively overlapping objects.
Another is that color changes along borh boundaries of two objects whose
projections overlap are necessary for apparent transparency to be per-
ceived. Table 1 and Fig. 35 set out some of the color change rules that
seem 1o govern the perceplual outcomes after units are formed.

The determination of depth ordering by surface color relations deserves
additional comment. The unit formation process that we have described
as color blind, in that similarity of surface color plays no role in deter-
mining whether spatially separated projections will be perceived as a unit.
However, as we have seen, surface color relationships seem to be crucial
for the depth cue of interposition, which may determine the depth order-
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TABLE 1 _
Surface Quality Relalions Deternining Apparent Depth Relations
among Projectively Intersecting Obyects

Phenomensl appearance

of parallelogram (a) Occlusion case (b} lllusory figure case

Partly occluded Different: 1,2, 3 Different: 1. 2.3
4=13

In from Different: 1, 2,3 Different: I, 2
4=1 I=1

Transparent” Different: 1,2,3, 4 Different: t, 2,3

Spontancously splitting . Different: 1,2 —

(Ambiguous depth) 3,4 =1

Note. The table refers to diagrams in Fig. 35. *Different” means that the nu :I‘(.:d areas
have different surface gualilics {achromatic andfor chromalic color, texture). Identical sur-
face quality is indicated by the equality symbol.

 The appearance of the parallclogram as (ransparent or as scen lhrougl'} a uanspafem
object depends pot only on the surface quality differences but alsq on pariicular relations
among the achromatic and/or chromalic colors in the array (Metelli, 1974; Ware, 1980).

ing of units formed. Moreover, surface quality may be central in a surface
completion process that operates within bounded areas (see below).

Vil. RELATIONS TO OTHER APPROACHES

In this section we discuss the relations between discontinuity theory
and other theoretical notions thal have addressed one or more umt for-
mation phenomena.

Relation to Gestalt Psychology

The discontinuity theory of object perception proposed here is meant to
formalize and replace the famitiar lists of Gestall principles, at lcasllas
they apply to object perception. (Whether the theory has any interfzsung
relation 1o grouping phenomena, e.g., involving arrays of dots, is not
clear, and such phenomena are nol treated here.) In this section, we make
clear the ways in which our framework incorporates, refines or supplants
the best-known principles of Gestalt theory.

Good Form

The Gestalt psychologists argued hat objects are perceived so as 1o
have the simplest or most regular shapes. A variety of refinements of this
basic theme have been proposed including information-theoretic ap-
proaches (Attneave & Arnoult, 1956), the **minimum principte™ {Hoch-
berg & Brooks, 1960), and coding theory (Buffart et al., 1981). As noted
above, a major difficulty with such approaches is that they seem 1o re-
quire consideration of a (potentially large) variety r ssible outcomes in
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(a) (b)

Fi1G. 35. Surface quality relations determining apparent depth ordering among projec-
tively intersecting objects (see Table 1).

any given case. Our approach contrasts with these in that it is not “‘out-
come-driven.”” The initiating conditions for unit formation are local dis-
continuities. The relatability conditions, while they demand the integra-
tion of information across regions of the visual field, would not seem to be
computationally unwieldy. The overall form of objects is not a causal
factor in perceptual outcomes.

Global simplicity, however, is a consequence of the principles set out
here. The formation of units has the consequences that some discontinu-
ities in the optic array are nol assigned as parts of the boundaries of
objects in the world. In fact, the process has the effect of minimizing the
number of contour discontinuities that must be assigned to objects’
boundaries. An interesting case is shown in Fig. 36. Figure 36a is a fre-
quently used illusory figure inducing element. It has often been suggested
that illusory figures are perceived because the visual system attempts to
eliminate such figures with gaps, positing occlusion to turn them into
more regular figures. When three such elements are arrayed in the
Kanizsa triangle, for instance, perception of a central triangle allows the
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(b)
Fi16. 36. (a) A single illusory contour-inducing clement. (b) lllusory contour display in
which a clear central figure is seen, despite the resultant reduction in symmetry of each
inducing element.

inducing elements to be seen as partly occluded, but complete, circles. In
our theory, the outcome is the same, but simplicity of the outcome is not
a cause. Rather, local discontinuities initiate the phenomenon, and the
relatability of edges gives both the illusory figure as well as the complete
circles. The local nature of the phenomenon is shown in (b), where a
robust illusory figure is seen. Instead of figural perception being caused
by a perceptual aversion to the circular element with a single gap, here the
notorious circle with a gap is created by the unit formation process!
Notice that each inducing element would have greater symmetry if the
illusory figure were not formed. [n our opinion, simplicity and regularity
of form are outcomes, not causes, of the unit formation process. If so,
unit formation illustrates that global outcomes in perception may have
local causes (Hochberg, 1978; Marr, 1982).

Good Continuation

Our theory might fairly be considered a formalization of the Gestalt
notion of good continuation of contours, proposed by Wertheimer (1923),
and applied to occlusion cases by Michotte et al. (1964). Kanizsa (1979)
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has emphasized contour smoothness in both amodal completion and illu-
sory figure perception. Interpretations of the good -continuation notion
have been diffuse, however, involving a variety of stimulus altributes,
and lacking formal definition or quantification. Our notions of disconti-
nuity and relatability suggest that a more precise characterization is pos-
sible, These notions seem to be compatible with previous data on unit
formation as well as with the results of experimental studies. Additional
refinement is still needed; for example, perceptual thresholds for detect-
ing discontinuities need to be determined. The basic importance of dis-
continuilies in unit formation is already clear, however, and further em-
pirical investigation of the discontinuity theory appears straightforward.
A final nole on good continuation is that the current framework deals
with disconlinuities in the boundaries of surfaces. Most, if not all, dem-
onstrations of good continuation have utilized line drawings. Such dem-
onstrations are adequate for some purposes. In our view, however, line
drawings have caused trouble in attempts to understand unit formation.
Such drawings clearly differ in unit formation from arrays of surfaces that
they are intended to represent; moreover, they introduce a number of
curiosities as well as extraneous issues, e.g., symbolic interprefation. We
take up some of these issues in Section VIil. For now, we simply note
that our theory might be understood as a formalization of the good con-
tinuation notion, but only to the extent that that notion is taken to apply
to the edges of extended surfaces, ,
Proximity. Some proximity notion no doubt plays a role in the process
of unit formation among spatially separated visible areas As discussed
earlier, it appears that within foveal and parafoveal viewing, the strength
of unil formation depends on the ratio of the physically specified to un-
specified edges of an object. Over wider ranges, the relevant proximity
notion may be a retinal one, with decreasing strength for gaps of larger
visual angles. Analogously, we believe that some tempeoral, or spatiotem-
poral, proximity metric is probably involved in unit formation over time,
but this has not yet been investigated.

Similariry. Similarity of surface quality plays no role in the process that
interpolates object boundaries. 1t does play a role in the depth placement
of formed units, as we have seen. Moreover, there appears to be a surface
completion process that complements the object formaltion process. This
has been suggested previously in cases of modal completion (Grossberg &
Mingolla, 1985a; Krauskopf, 1963; Walls, 1954), but its role in occlusion
cases has not previously been observed. We take up this topic briefly in
Section VIII below.

Other Perspectives

Besides the Gestalt tradition, our approach has interesting relations and
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g;nstpr:it;j (\:v:guc::er perspectives. These are examined below, organized
The {denn_'ry of unit formation in occlusion and illusory figure cases
The pn_Jﬁcatlon of these phenomenologicaily diverse cases of umnit forma:
tion Is incompatible with some theories about phenomena in one domain
or another. Qne example may be Grossberg and Mingolia's (1985a, 1987a)
account of illusory contours. In this theory surface quality per'ce tion
(brightness, color) plays a determining role in boundary perceptionp Al-
though the ‘‘boundary contour™ system determines the location of -illu-
sory edges, §uch edges wilt not be realized perceptuaily unless there are
surface q_uallty (““featural™) differences across the boundary. In this re-
gard, their approach is a successor to carlier brightness-based lhcbrics
(Day & Jory, 1978; Jory & Day, 1979; Kennedy, i978a). As Grossber
and Mingolla (1987a) put it: “‘In our theory the presence within the Fea%
ture Contour System of different filled-in featural signals on opposite
sides of a boundary is necessary for sustaining visible figural form.""
Recent research findings cast doubt on this claim (Kellman & C.ohen
1984; Kellman & Loukides, 1987; Parks, 1984; Prazdny, 1983). In sludies:
reported by Kellman and Loukides (1987), subjects were given precise
cqmrol over the brightness characteristics of illusory contour displays
with opposne_ly contrasting inducing elements on 2 medium gray I:I:acsl:-
ground (see Fig. 37). Subjects were instructed (o try to make the edges of
[I.le central .ﬁgure disappear and were also instructed to try to remove an
dlfferen_ce in surface quality between the central area and the surrloundy
All subjects reported success in malching the central and surroundin‘
areas of the display; in contrast, subjects were unable 1o remove thg
central figure with clear edges. In short, clear boundaries can be seen in
‘the.complele_ absence of “‘featural differences.”’ Other phenormena als
mdlca_te the_ lm:l_evance of featural differences as causes of illusory fi (T
UE'CS.-IHC'UdI!l'Ig kinetic ilusory figures and illusory figures generated ﬂsing
kinetic s_;pec:ﬁcalion of inducing elements. In these examples ﬁguragl
boundaries are seen in the absence of surface quality difference;‘ more-
over, because of their dependence on continuous change, no acc,ou Li
terms of brightness-based edge perception seems feasible.'! e

"' The finding thal equituminance of induci
4 ucing figures and surround tends 1o ilhu-
sory figure percepiion (Brussell, Stober, & Brodinger, 1977, Gregory, 1977; US::;:II:n:iZ

. Hubel, 1987) may be misconsirued to be al varance with these claims. It is important to

:::lll:'lgluel::l bethe.n the cl_mm that the process of visual interpofation is a consequence of
Y g " perception {which sce{ns cl_carly false} and the claim that the inputs to the unit
rmation process must be specified in certain ways, such as by luminance diffe
(Whlf!h seems Probable)_ The data indicate that both luminance-specific  and ml:ll:;CS
;‘pelc::f::d mduc.mg edges are adequale inputs to the unit formation process, bul Lha chrcr:-
atically specified ones may not be. In this context, it is interesting 1o nole a recent
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Fic. 37. Illusory figure without perccived surface quality differences across the illusory
edge.

The most significant implication, however, of the claim that boundary
perception depends on differences in surface quality is that the theory
cannot readily be generalized to amodal completion. The perception of
partly occluded objects, while accurate in determining occluded parts of
boundaries, is clearly ‘‘amodal’’ in terms of surface qualities in the hidden
areas (Michotte et al., 1964). Figure 38 shows an example in which unit
formation operates but surface qualities of the figure in the occluded
regions are not specified. Moreover, in terms of featural qualities in the
image, in the cenlral region, these belong to the occluding object, rather
than the occluded one.

If, as we have suggested, a single process underlies modal and amodal

observation (Livingstone & Hubel, 1987) that arrays containing only chromatic color dif-
ferences also fail to produce amodal completion. This observation is consistent with our
hypothesis of idenlical mechanisms underlying modal and amodal cases.
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FiG. 38. Demonstration of perceived unity with indeterminate (amodal) surface quality
(see text).

unit formation, ‘‘feature’’ or surface-quality-based theories cannot be ad-
equate. In Grossberg and Mingolla’s interesting approach to interpolative
processes, there may be ways of modifying the assumption that only
boundaries based on featural contrasts become visible. 'Perception of
unity in occlusion cases and some aspects of illusory figure perception
seem more related to processes that Grossberg and Mingolla have sought
to describe in their ‘‘boundary contour’’ system.

First-order discontinuities as necessary conditions for unit formation.
Parks speculated (1986, footnote 4) that abrupt changes in contour tend to
characterize illusory figure displays, but that that abruptness has not been
adequately specified. Coren’s (1972) claim that certain boundary config-
urations function as implicit interposition cues is a clear precursor to our
model. A significant difference is apparent, however. Although unit for-
mation has an important relation to the depth cue of interposition, *‘im-
plicit depth’’ or the recognition of figural gaps are not the bases of unit
formation in our model. Discontinuities and relatability operate solely to
form units, and depth information, including interposition, determines the
positioning of perceived units. Brady and Grimson (1981) discuss a vari-
ety of types of discontinuities (luminance discontinuities, surface discon-
tinuities, tangent discontinuities, etc.) in their consideration of surface
perception. 12

Implicitly, it might be argued that abrupt changes in boundary dlrecuon

12 We thank D. Hoffman for calling our attention to the work of Brady & Grimson (1981).
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will have unique consequences in Grossberg and Mingolla’s (19_85a,b)
model. This is not completely clear, however. Grossberg and Mingolla
indicate that in the vicinity of sharp corners, neurons selective for many
orientations will be weakly activated. This would appear to be the case as
well for curved edges. A process of “'perceptual end cutting’" is .pos'lted
however, to avoid unwanted consequences of such arbitrary acnv_atlon.
Thus, at the end of a line, detectors of the same orientation at ac_ijacent
spatial locations are inhibited, while perpendicular ones are activated.
With suitable choices of parameters, it appears to us that this percepn_Jal
end cutting will operate more strongly with abrupt corners th‘an w1t’h
curved edges. If so, a discontinuity theory and Grossberg and Mingolla’s
theory could make some similar predictions. Howe_ver, the two ap-
proaches may be separable empirically on this point. Figure 39 shows an
illusory figure display in which strong contours are normally seen. From
our understanding of Grossberg and Mingolia's theory, there should be
little or no activation along the illusory edges. The reasons are (1) the real

- T R ] =

Fi16. 39. lilusory contours formed without ‘‘perceptual end-cutting’’ (see text).
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edges collinear with the illusory ones strongly inhibit their extension be-
yond the circles, because of end cutting, and (2) the curved boundary
intersecting the line end produces no end-cutting because it does not end,
according to the model. The latter fact follows from the insensitivity of
boundary detectors to direction of contrast (Grossberg & Mingolla,
1985a). Whether this specific prediction is made by the Grossberg and
Mingolla model depends on the values of a number of parameters which
have taken on different values in their simulations (E. Mingolla, personal
communication). Our discontinuity and relatability notions must predict
the illusory figure seen here. (It was in fact developed as a prediction from
the theory.)

The necessity of first-order discontinuities in surface boundaries does
not seem to have been noticed previously in discussions of amodal com-
pletion. The coding theory proposed by Buffart et al. (1981) seeks to
account for perceived unity and boundaries by simplicity criteria. As
such, it makes many predictions in harmony with our model. (Recall that
a consequence of our unit formation process is a minimization of the
discontinuities in optical projections that are assigned as discontinuities in
the boundaries of objects.) In general, coding theory requires for each
discontinuity at least one, and perhaps two, new code elements (Buffart
etal., 1981). However, where predictions overlap, our theory and coding
theory make them for different reasons. Specifically, coding theory pre-
dictions depend on the overall symmetry and simplicity of perceptual
outcomes. Contributors to symmetry and simplicity which do not involve
our discontinuity and relatability criteria should provide useful test cases.
This observation is tempered somewhat by the fact that descriptions of
coding theory often present the general approach without making a clea
commitment to a particular code. Nevertheless, it is possible to generate
some predictions that would be sustained by almost any plausible code.
One such prediction is that unit formation should tend to occur more
strongly when the outcome would make figures more symmetrical than
otherwise. Another is that overall symmetry of visible parts should lessen
their ability to be combined with others in unit formation. Both of these
predictions have been tested in recent experiments (Shipley, 1988; Ship-
ley & Kellman, manuscript in preparation).

Subjects reported equally clear illusory figures in displays in which the
inducing elements could be completed as symmetrical figures and in dis-
plays where such completion was impossible (for example Figs. 40a and
40b, respectively). Subjects also showed no reliable difference in the
clarity rating of illusory figures seen in displays where the inducing ele-
ments contained multiple axes of symmetry prior to. completion (for ex-

ample, Fig. 41a) and displays in which the inducing elements had a single
axis of symmetry (Fig. 41b).
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_ FiG. 44. Dis}pla.ys used in the symmetry experiments. (a) Inducing elements are poten-
tiafly sym.metr_lc, i.e., they could be completed amodally as symmetric figures. (b) Inducing
elements in this figure are nol polentially symmetric and could not be completed amodally
as symmetric figures.

Relatability criteria. As indicated above, the relatability criteria em-
body the main insight of the Gestalt principle of good continuation but the
particular conditions governing relatability in our theory have not previ-
ously been proposed.

_ In an interesting paper, Ullman (1976) attempted to specify mathemat-
ically the forms of curved illusory contour edges. Like our criteria, his
proposals preclude discontinuous connections between inducing edges.
Ullman’s paper was less concerned with the conditions under which unit
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(b)

Fic. 41. Displays with {a) multiple and (b) single axes of symmetry (see text).

formation (or edge formation) occurs than with the particular perceived
forms of connections when connections do occur. In complementary
fashion, our theory indicates when unit formation occurs, but says little
about the specific appearance of curved completions. Brady and Grimson
(1981) discuss possible forms of smooth interpolated surfaces in three
dimensions.

Grossberg and Mingolla (1985a,b, 1987a,b) propose that interpolation
(*‘long-range oriented cooperation’’) of edges depends on *‘like-oriented
masks that are approximately aligned across perceptual space’™ (1985a, p.
177). The notion of similarity of orentation contains some subtleties,
Figure 42 shows three possible relations between illusory figure inducing
areas of two different oriéntations. When the edges are placed one di-
rectly above the other {Fig. 42b), or when the lower edge is displaced to
the left (Fig. 42a), no illusory figure is seen. Displacement to the right
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(a) ® ©

Fi1G. 42. Misalignments in opposite directions do not produce equivalent effects (sce
text).

does give an illusory figure. If orientation and alignment are taken to be
separate notions, it is unclear why displacement in different directions
should have different effects. In the detailed description of their model
(1985b, Appendix 1), Grossberg and Mingolla handle this problem by
defining onientation, not relative to the whole visual field, but relative to
the cooperating edge. The relatability notion in our model shares and
makes explicit this relative character of interpolation. Neither alignment
nor orientation in the field can be considered separate determinants of
interpolation. Further comparisons between our relatability criteria and
the cooperative interaction proposed by Grossberg and Mingolla are dif-
ficult to make. The specifics of cooperation in the Grossberg and Mingolla
model depend on several parameters which have not been fixed [notably
the parameters P, R, T, r, and k in the spatial kernels F and G (1985b, p.
1970)]. Depending on the choices for these parameters, the equations for
cooperative interactions could closely match our relatability criteria or be
quite different.

The sufficiency of discontinuities and relatability in unit formation. The
explanation of unit formation in terms of discontinuity and relatability
omits many other factors that have been suggested as playing some role
in unit formation. Here we 'i- cu<  two important ones, the importance of
concavily in the shapes of illusory contour inducing elements and the
importance of familiarity in perceiving illusory figures and partly oc-
cluded objects.

Convexity and concavity. It has often been argued that concavity of
inducing elements is important to unit formation in illusory figures. Suc-
cessful configurations are said to contain elements with *‘gaps’ or
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“chunks taken out’ (Brady & Grimson, 1981; Coren, 1972; Kanizsa,
1979; Rock & Anson, 1979). Concavity is also important to Hoffman and
Richards’ (1984) model for locating the natural parts of objects. One in-
teresting consequence of our discontinuity and relatability criteria is that
convex inducing elements are also predicted to support unit formation.
Figure 43 shows an example of an illusory figure display with convex
inducing elements. We believe that prior emphasis on concavity of induc-
ing elements derived from the relative ease of enclosing areas with con-
cave inducing elements. For example, in Fig. 43, the inducing elements lie
within the illusory contour, giving a somewhat confusing appeai ance of
figure or hole, although the contour is robust.

Familiarity. A number of investigators have suggested that familiarity
plays a role in unit formation. Rock and Anson (1979) have asserted that
familianty of the partially specified figure is important to illusory figure
perception, as is familiarity of the amodally completed inducing elements.
Recently, Wallach and Slaughter (1988) suggested that reports of illusory
figures reflect memories of familiar figures. Grossberg and Mingolla
(1985a) also allow top-down influences to exert effects in their model.

The present framework accounts for unit formation in the various do-
mains without invoking memory or familiarity effects. Unit formation
should occur in any display which fulfills the discontinuity and relatability
criteria, even if both the inducing elements and the unit formed by inter-
polation have unfamiliar, asymmetrical shapes. Such figures are readily
generated. Figure 44 gives some examples, in occlusion (Fig. 44a) and
illusory figure (Fig. 44b) cases. The paucity of such irregular illusory
figures and partial occlusion displays in the literature perhaps reflects the
prevalence of familiarity- and symmetry-based approaches. Alterna-
tively, it may be the case that recognition of the relevant stimulus at-
tributes (discontinuities and relatable edges) makes generation of such
figures easier than before.
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FiG. 43. lllusory figure from convex-inducing elements.
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(a) (b)

FI1G. 44. Unit formation does not depend on familiarity or regularity of inducing elements
or units formed. (a) Partly occluded object. (b) llusory figure.

VIll. UNSOLVED PROBLEMS

The present theoretical approach, we believe, provides a unified and
novel account of many phenomena. In this section, we consider several
phenomena that appear to pose challenges to the approach. Some of these

phenomena may turn out to involve factors that properly fall outside of -

the theory of unit formation, while others may require extensions or
modifications of some particulars of the theory.

Inputs Other than Surface Edges

In our theory, the inputs to the unit formation process are the edges of
surfaces. The discontinuities that initiate unit formation refer to abrupt
changes of contour direction along such edges. There are some unit for-
mation demonstrations that involve inputs other than these (or degenerate
cases of these), specifically small dots and thin lines. Some aspects of the
behavior of lines and dots s..m to be treatable in our framework, by
considering them as limiting cases of edges and of edge discontinuities

respectively. As others have pointed out, however, lines and dots do not .
act in all respects as surface edges and corners, and may involve consid- ..

erations unique to pictorial interpretation. In this section we survey these
issues.
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Dots. Edges can be interpolated between a physically specified edge
and a dot. Minguzzi (1987) and Sambin (1987) give some examples for
illusory contours. Two edges at acute angles which do not support inter-
polation alone can give rise to clear illusory contours meeting at a corner
if a dot is placed at the intersection point of the extensions of the lines.
Why does this phenomenon occur? It is possible that under some circum-
stances a dot functions as a discontinuity, i.e., that the mechanism which
detects first derivative discontinuities is triggered by small dots as well.
The consequent behavior of dots seems explicable on this hypothesis:
Perceived connections between an edge and a dot are smooth and mono-
tonic. When dots are placed in positions that would not allow such a
connection, interpolation fails. Sambin (1987) gives examples of dots that
do and do not relate to nearby surface edges.

A technical point in applying the formal relatability criteria to dots is
that dots have no edge orientation. We offer the following conjecture as
to how relatability between a dot and a given surface edge may be deter-
mined. The dot may be assigned to the edge orientation that would result
in a connection of constant curvature (if such a connection is possible)
between the edge and the dot. Specifically, this means that orientation
would be assigned so that R = r. It is a simple matter to determine when
no such assignment is possible; the dot must be in the region whose
boundaries extend from the edge’s tangent +/—45°. This property of
constant curvature, when only one edge tangent is given, is appealing in
light of the relation of tangents (and perpendiculars) to curvature de-
scribed in Appendix B. (The length of each perpendicular extending from
an edge to the intersection of perpendiculars constitutes a radius of cur-
vature that is basic to constructing the interpolated edge.) When only one
oriented edge is present, there is only one radius of curvature to be
considered. This proposal has not yet been tested.

Lines. Although there are some perceptual processes in which outlines
are treated similarly to the edges of surfaces, there are also conspicuous
differences for many perceptual concerns (see, e.g., Kanizsa, 1979;
Kennedy, 1988; Sambin, 1987). Unit formation is one context in which the
function of surface boundaries and lines is not equivalent. For example,
it has been known for some time that outlines of illusory figure inducing
elements (Fig. 45a) fail to produce illusory figures (Kanizsa, 1979;
Sambin, 1987). The equivalence of illusory figures and partly occluded
objects in our theory leads us to the novel prediction that outlines of the
visible parts of partly occluded objects should similarly fail to produce
unit formation as Fig. 45b shows; this prediction appears to be correct.

What characteristics of outlines cause their failure as inputs to the unit
formation process? Qutlines of figures can contain sharp changes in di-
rection, and detecting the orientation of the edges leading into these dis-
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F1G. 45. Outline figures do not trigger unit formation. (a) [lusory figure case. (b) Occlu-
sion case.

continuities would not seem to pose a problem. We do not yet have a fully
satisfying account of the behavior of lines and their differences from
surface boundaries, but we offer the following observations.

First, difference in the behavior of lines and surface edges seems to
involve the ‘‘unextended’” dimension of lines. Just as an abstract geomet-
rical line is one-dimensional, so it may be that, perceptually, when a line’s
narrow dimension has less than some minimum extent, it fails to function
as a surface in the unit formation process. Figures 46b and 46c illustrate
this conjecture. In Fig. 46b, unlike Fig. 46a, the lines surrounding the
central area do not give rise to an illusory figure in that central area.
Figure 46¢ shows that increasing the thickness of the lines leads to per-
ception of a central illusory figure. Figure 46d makes the same point by
comparison with Fig. 46a. When the extended dimension of the lines in
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.FIG. 46. Unidimensional functioning of lines. (a) IHusory contours are produced perpen-
d1<.:ular_ to t?xtended lines. (b) Illusory contours are not induced by the sides of lines. (c)
Widening lines into extended surfaces allows the same edges as in (b) to induce illusory

contours. (d) Reducing the extended lines in (a) to minimally extended segments eliminates
dlusory contour perception.

Fig. 46a are reduced to mere points, unit formation is blocked, although
the terminations of the original lines in the central area remain unchanged.

A different, possibly complementary, hypothesis is that the behavior of
lines along their narrow dimension results from their having two edges so
close logether. A line may be considered to be a very narrow surface with
two parallel edges. There may simply be a rule of perceptual boundary
assignment that when two edges of a homogeneous area are very close
together the area must “‘own’ both boundaries."® If such a rule applied,
it could block relatability of one boundary to others when the resultant
tnit formation would lead to ownership of one boundary by an occluding

" This conjecture pertains 10 surface perception. The ability of line drawings to trigger

object recognition may rely on a more abstract level of perceptual representation or cogni-
tive skill,
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surface. Thus, formation of a central figure in Fig. 46b would be blocked,
although perception of the black lines as threads connecting behind the
white surface should be (and appears to be) possible. The hypothesis of
early boundary assignment in the case of two minimally separated edges
is somewhat ad hoc, but it nevertheless has some ecological plausibility.
It has the effect that configurations such as Fig. 46a cannot be seen as
having a large occluded surface that appears only along a very thin (black)
line outside a nearer, occluding surface. In ordinary viewing, occlusion of
one object by another so that only a thin, constant width line of the rear
surface reflects light to the observer would be highly improbable.

In other ways, lines do participate in edge formation. It is clear, for
example, subjective contours can be readily induced orthogonal to ex-
tended lines (Gillam, 1987; Kanizsa, 1979; Kennedy, 1978b). Figure 46a
gives an example. Consistent with discontinuity theory, the shapes of line
ends are important for this effect. Kennedy (1988), Minguzzi (1987), and
Sambin (1987) have shown that when line ends have clearly rounded tips,
interpolation does not occur. Moreover, if the ends of lines are given
detectable pointed shapes (as pencil points), interpolation is also blocked
(Kennedy, 1988), as our relatability criteria would predict.

Some lines are so thin, however, that they do not have detectable
orientations at the end. The behavior of these lines is problematic. In
some cases, interpolation appears 10 proceed with a default onentation of
the line end perpendicular to the extended dimension of such thin lines (or
perpendicular to the tangent of the end for curved lines). This default
orientation may be due to characteristics of edge detection processes
needed 1o avoid indeterminacies at line ends (Grossberg & Mingolla,
1985a). The relatability criteria applied to this default orientation would
predict that displacing the ends of lines so that relatability is violated
should disrupt unit formation. This sometimes appears 1o be the case
(Gregory, 1987). Examples can also be found, however, in which line
ends appear to function more like dots. The rules governing interpolation
where the ends of very thin lines are involved remain to be clarified.

Lines as constituents of perceived surfaces. A final interesting phenom-
enon involves groups of lines. In Fig. 47, an illusory edge may be seen
connecting the discontinuities in the several lines. The relatability criteria
would not seem to predict these edges, because it is not clear that any
edges at the discontinuities are relatable to others, least of all in the
direction that the illusory contour is seen. Another factor may be at work
her Closely spaced lines appear to be treated as surfaces, and the dis-
continuities mark Lhe edge of intersection of two planes. If this is the case,
then the perceived edge relates discontinuities along the edges of the
planes. Further work is needed, however, to understand the conditions
under which lines or other elements are grouped to form surfaces (cf.,
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F1G. 47. The illusory contour probably depends on the grouping of lines into surfaces.

Gillam & Grant, 1984), as well as how these surfaces serve as inputs to the
unit formation process we have described.

Perception of Unspecified Corners

Some partly hidden object displays are identified as containing squares,
triangles, or other figures with unspecified edges meeting at corners. Fig-
ure 48a is ordinarily described as appearing to be composed of two
squares. The interpolation of a sharp corner would not be predicted 'by
discontinuity theory. Likewise, figures with edges oriented at signifi-
cantly less than 90° should not give rise to edge interpolation at all; yet,
occluded triangles may be reported as triangles.

As noted above, it is possible that reports of comners do nol arise from
the boundary interpolation process. When a sharp corer of a square or
triangle is reported in occlusion cases, it may reflect recognition or report
from partial information. In Fig. 48b, both alternatives may be consistent
with the information given, but one is more readily reportable. When
boundaries with indeterminate relations are not occluded, as in Fig. 48c,
the outcome is vague, as has been reported previously in the case of edges
oriented at 90° (Gerbino & Kanizsa, 1987; Uliman, 1976). Moreover, the
experiment on acute angle relations and illusory figures described above
suggested that boundary interpolation does not occur much beyond 90°.
Further research is needed to determine whether interpolation of corners
is a case where the boundary interpolation process actually differs for
occlusion and illusory figure cases, or whether there is merely a differing
response bias in cases of occluded and unoccluded boundary indetermi-
nacies. One way of separating these possibilities experimentally would be
to develop some technique to probe perceptual representations for spe-
cific boundary locations. If, for example, response bias accounts r a
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FiG. 48. (a) Occlusion display usually said to contain two squares. (b) Allernative com-
pletions of partly hidden surface in (a). (¢) Musory figure analog of (a) (see text).

report of a corner, its location might be indefinite compared to that of a
truly interpolated boundary. A final complexity is that a surface comple-
tion process, separate from boundary interpolation, may be manifest
somewhat differently in cases of partial occlusion and illusory figure per-
ception (see below).

Competition

We do not yet know what rules apply when an edge is relatable to more
than one other edge in the visual field. It is possible, for example, that in
cases of competition the relation of minimum curvature predominates.
This possibility would be likely if relatability turns out to vary quantita-
tively as a function of relative edge orientation. One might expect that
extreme cases of multiply relatable edges would give rise to indeterminate
or ambiguous perceptual outcomes.

Surface Comipletion: A Complementary Process?

As we noted earlier, the process that determines the boundaries of
objects is *‘color blind’" in that differences in surface quality do not affect
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unit formation. Although not involved in boundary determination, surface
properties may play an important role in unit formation that is comple-
mentary to the determination of boundaries. There appears to be a surface
completion process that can connect areas within the boundaries given by
the boundary process. In Fig. 49a, a spot is seen lying atop a rectangle,
unconnected to any other areas of the display. The circular area has no
discontinuities along its boundary, and its boundaries should not connect
to other areas. A similar circular area, however, of the background color
does appear 10 be connected to another area in Fig. 49b: the circular
boundary appears to be a hole through which part of the rectangle behind
can be seen. o

The difference between Figs. 49a and 49b suggests that surface com-
pletion occurs within boundaries given by the boundary completion pro-
cess. Figure 49c presents this possibility most starkly. Identical circles
that fall within or outside the projection of the completed unit behind the
rectangle may be seen differently as a hole and a figure respectively.

Surface completion, as described here, is really not a new notion, al-
though disentangling it from boundary determination may prove useful.
Rubin’s (1915) classic observations about figure-ground organization im-
plicate such a completion process. Rubin argued that when an area is
projectively surrounded by another surface, the surrounded area—seen
as figure—‘‘owns"’ the bounding contour, while the surrounding surface
continues behind the figure. This rule of enclosing and enclosed area, like
the other rules enumerated by Rubin, are fairly weak influences that seem
most applicable to pictorial displays. More commonly in three-
dimensional perception, depth information such as binocular disparity or
accretion—-deletion of texture during observer motion specifies the relative
depth of surfaces, and, accordingly, which surface is bounded by the
contour. A result of this boundary assignment is the continuation of the
further surface behind the nearer.

Related phenomena have been reported in the modal case, where com-
pleted surfaces appear in front of others, rather than behind. Walls (1954)
reviewed a number of cases of ‘‘filling in"” phenomena. These include
completion across the blindspot in each eye, the fovea under scotopic
conditions, the central fovea when viewing blue fields {due to the absence
of short-wavelength cones in that area), and scotomata phenomena con-
nected to migraines or other disorders. Yarbus (1967; see also Krauskopf,
1963) performed a series of elegant experiments involving retinal stabili-
zation of parts of the visual field. When the contours defining a blue circle
on a red field, for example, were stabilized, they soon disappeared. At
that point, the blue area was filled in perceptually with red. In perhaps the
most striking demonstration of the active nature of this filling-in process,
Yarbus showed that a subsequent change of the surround, e.g., from red
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(a)

()
F1G. 49. Ilustration of the surface completion process. (a) The central area is seen as a
figure in front of the nearer rectangle. (b) A similar circle with surface color identical to the
far rectangle is seen as a hole in the surface of the near rectangle. (c) Two identical circles

appear differently (as a figure or a hole) depending on their placement relative to boundaries
formed by the unit formation process.

to yellow, resuited in a persistence for several seconds of the red circle!
It then changed to match the yellow surround.

What these phenomena have in common is the extending of perceived
surface quality to unspecified regions. This seems to occur within but not
across boundaries defining separate units (e.g., Yarbus, 1967). Grossberg
& Mingolla (1985a) suggest a similar spreading of surface quality (the
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(c)
Fic. 49—Continued

“feature contour’” process) which operates between established bound-
aries.

It is too early to tell whether the ““filling-in process’ in these modal
cases is identical to surface completion for partly occluded surfaces as
illustrated in Fig. 49. In favor of such an identity is the obvious analogy
with the process of boundary formation. Just as partly occluded object
perception and illusory figure perception arise from a single mechanism,
but differ in depth placement, so might the filling-in process be the same
in its amodal and modal manifestations, again differing in terms of depth
relations with other surfaces. Weighing against this idea might be the very
comnsiderations that led Michotte to label perception of occluded objects
“‘amodal’’ in the first place. The partly hidden areas of perceived objects
need not have any specific surface attributes. Figure 37 gave an example
of unit formation where there is no clear assignment of specific qualities
to the occluded regions. However, the fact that outcomes are sometimes
indeterminate does not rule out the possibility that the filling-in process
for surface quality often operates in the occlusion case.

In any event, there has not been much study of the rules governing
surface completion in either the modal or amodal cases. For example,
although complete enclosure seems to ensure the spread of a surface up
to object boundaries, what happens when one surface partially, but not
fully, encloses another (projectively)? Moreover, it is not known whether
the surface completion process ever interacts with boundary formation to
“‘extend”’ the figure, as might be occurring in Fig. 50. Working out the
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F1G. 50. A possible interaction between the boundary formation and surface completion
processes. The presence of the circle of similar surface quality may tend to extend the top
rectangle behind the other rectangle.

specifics of surface completion, besides being important in its own right,
may shed some light on issues involving boundary formation.

As this discussion of residual problems makes clear, much remains to
be learned about the process of unit formation. The basic notions of a
discontinuity theory, however, appear to unify and clarify many facts of
object and contour perception. The approach has already led to a rich set
of predictions and experimental studies, as well as the discovery of some
novel object perception phenomena. The theory frames issues in ways
that can guide further investigation. Perhaps most important in this regard
is the promise for extending what is known about unit formation, mostly
in static, two-dimensional cases, to a more general understanding of how
observers perceive three-dimensional layouts and utilize information
given by their own and objects’ motion.

APPENDIX A
The Generic Occlusion

Suppose that an object with a smooth surface occludes another object with a smooth
surface. Then, with probability one, there appears to be a corner, concave inwards, al the
point of occlusion.

Proof: We consider points on the outlines of the objects, that is, points on the objects
whose tangent planes pass through the eye.

A perceived "“point"’ of occlusion is a line through the eye which is tangent to both
objects; the tangent planes at the two points where this line touches the objects are denoted
P, and P, in Fig. Al (they are seen side-on since they pass through the eye). The perceived
angle at which the outlines meet is the angle between these planes. It equals the angle
between the projections of the outlines onto the retina, since the angle between the planes
is the same at the retina as it is elsewhere.

It is possible for the planes P, an P, to coincide (for example, in the case of osculating
spheres), but generically—that is, with probability one—they are different. (For, the planes
coincide if their angles of elevation 8,, 8, above the horizontal are equal, and the condition
8, = 0, determines a line in the two-dimensional 8,-8; space (Fig. A2). Hence, the proba-
bility that an arbitrary pair of angles 8,, 8, falls on the line 8, = 9, is zero. Thus, with
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P
1
P2

FiG. Al. Tangent planes 1o two objects al a point of occlusion (see text).

probability one, 8,  8,. The situation is an instance of the theorem of Guillemin and Pollack
(1974, p. 30), where Y is the space of the retina, and X and Z are the projections on the retina I
of the outlines; the theorem of p. 40 implies that the situation occurs with probability one.) :
Now, if 8, # 8,, there is perceived an angle concave in to the figure, since, at the point
of occlusion, opaque bodies occupy three of the four quarter-planes into which P, and P,
divide the space.
This completes the proof.
Note: The proof may easily be extended to the (more realistic) case where the surfaces of
the objects are only piecewise smooth. For the points at which the surfaces are not smooth
form a finite set of curves, which project onto the retina also as a finite set of curves.
Therefore, generically, a point of occlusion lies off all these curves, and so the situation is
as before.

J. Franklin
School of Mathematics
The University of New South Wales |
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F16. A2. Graph of possible coincident tangent planes of two objects in ©,-8, space, where
©, and O, are the angles of planes 1 and 2 above the horizon (see text).
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APPENDIX B

An Elementary Con;truction of a First-Order Continuous Curve
Joining Two Relatable Edges

We begin with two relatable edges PQ and ST as indicated in Fig. Bl below. (Recall that

relatability requires that the linear extensi i ] 7
and lhal_ the angle ¢ indicated in Fig. ;:lgtsis?ire[s’% :“lsl :,I;c)( 1 their extended domaing
We wn§h to construct a first order continuous curve Y joining Q to S whose tangent at
agrees with the line segment PQ and whose tangent at S agrees with the line segment STQ

In what follows we will consider only the case ¢ > 0. (If oo, :
_pa_ri?llcl and their common linear extension provides a natural first ordes continuous curve
Joining them.) WF I 'n by constructing perpendiculars to PQ at Q and to ST at § If o >
0.‘ these perpendiculiis meet at a point O which is at a distance R from Q and r fro . S e
Fig. B2). For definiteness we will assume that r < R, ™ Geee

Note (by similar triangles) thal the angle of ¢ of Fig. BI is equal to the angle QOS of Fi
B2. Note also that 0 < R cos @ <r. In particular, if ¢ > 0, then “relatability,”” together wllgh
the above construction, leads to the condition 0 < R cos ¢ < r. As an aside \'»vc note that I|I|
converse is qltm true. In other words, given two nonintersecting and nonparallel line se i
ments. a positive angle ¢ can be defined more or less as in Fig. B, and the cons(mvclion g;’

R-p

FiG. Bl. Two refatable edges and their extensions (see text).
F1G. B2. The construction defining relatability (see texi).
FiG. B3. Elaborated construction from B2 for derivin,

. g a curve having radius of curvat
p or = at all points (see text). : feunare
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Fig. B2 lcading to the quantities r and R, with r < R, can be accomplished. In this case the
condition 0 < R cos ¢ < rimplies (1) that 0 < ¢ < 7/2 and (2) that the extended lincs meet
in their extended domains, i.c., the two lines are relalable. (Alternatively, this equivalence
could be restated using cqualities throughout, i.c., 0 € R cos ¢ < r, provided we agree to
include the degenerate or *‘borderline’’ case R cos ¢ = r in which the extended lines meet
at an end point of their extended domains and also agree that, if ¢ = 0,thenR = r = . It
is formally convenient to do this in order to include the case ¢ = 0 as is done in the body
of the text.)

Now consider the point M on the line segment OQ that is equidistant from Q and from the
(extended) line segment ST (see Fig. B3). If R = r then M and O coincide. Otherwise M is
intermediatec between O and Q.

Say the point M is a distance p froni Q and from the point N nearest to it on the (extended)
line segment ST. Necessarily MN is perpendicular to ST (extended).

Construct L. on MN (extended) so that OL is perpendicular to LM and consider the right
triangle OLM. The side LM has length r — p. The hypotenuse OM has length R — p. The
angle in between is ¢. Thus cos @ = (r — pM(R — p). Solving for p leads to the equation

p = (r — Rcos ¢)(l — cos ¢).

The curve vy is constructed as follows: Take as the first pant of y the circle of radius p
centered at M starting at the point Q and ending at the point N. The second part of vy is just
the straight line segment from N 1o S. Clearly y has a continuous tangent and has the desired
tangenls al the points Q and S. Furthermore the radius of curvature is either r or infinite at
each point of y.

[t is perhaps worth noling that the quantity p varies directly as the quanlity r — R cos ¢,
which enters into the characterization of relatability, and varies inversely as the quantity |
— cos ¢, which will be smail whea ¢ is close to 0. A small p indicates a sharp “*bend " in Lhe
curve .

The curve y appears to have the following rather interesting property: Any other first
order conlinuous curve joining the line segments PQ and ST must have some points where
the radius of curvatures is less than or equal to p. In other words, any other such curve will
have a bend in il that is at least as sharp as the bend anywhere on . In this sense y appears
1o be a *'best possible™ curve joining the two line segments, with r as the largest possible
minimum curvature. This notion is slightly different from the notion of “minimum total
curvature”” used by Ullman (1976).

). Edward Skeath
Department of Mathematics
Swarthmore College
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